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Abstract

Recently the workflow control as well as compliance analysis of the Enterprise Resource

Planning systems are of a high demand. In this direction, this thesis presents the potential

of developing a Workflow Management System upon a large Enterprise Resource Plan-

ning system by involving business rule extraction, business process discovery, design of

the process, integration and compliance analysis of the system. Towards this, usability,

limitations and challenges of every applied approach are deeply explained in the case of

an existing system named SHD ECORO.

Zusammenfassung

In letzter Zeit sind die Workflow-Kontrolle sowie die Compliance-Analyse der Waren-

wirtschaft Systeme sehr gefragt. In dieser Richtung präsentiert diese Arbeit das Potenzial

der Entwicklung eines Workflowmanagement-System auf einem grossen Warenwirtschaft-

System, durch die Extraktion von Geschäftsregeln, die Ermittlung von Geschäftsprozessen,

das Design des Prozesses, die Integration und die Compliance-Analyse des Systems. In

diesem Zusammenhang werden Benutzerfreundlichkeit, Einschränkungen und Heraus-

forderungen jedes angewandten Ansatzes im Fall eines bestehenden Systems mit dem

Namen SHD ECORO eingehend erläutert.
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Chapter 1

Introduction

Business processes are the most crucial part of an organizations success (Cardoso et al.

2004). Therefore, according to Cardoso et al. (2004), information technologies that fo-

cus on process management and process improvement have been good candidates to help

organizations to fulfill their corporate visions and to improve their competitive positions.

Two well known systems in the recent decades are ERP (Enterprise Resource Planning)

and WfMS (Workflow Management Systems). They focus differently on business pro-

cesses. On the one hand, ERP systems are data-centric and must be configured by set-

ting various application parameters to control the workflow. On the other hand, WfMS

are process-centric and support workflows involving humans and IT applications (Szirbik

2005). Considering the WfMS features, the ERP vendors have the tendency to integrate

WfMS with their systems to control the workflow based on the business rules as well as

increase the transparency of the company’s internal procedures (Cardoso et al. 2004).

Moreover, as an integral part of a software adaptation project, it is necessary and common

to discover the business rules (Ross 2003). But business rules are usually not implemented

as an identifiable component of a system. There are times when business rules are implic-

itly embedded into the source code of business applications and due to the complexity of

the code, it is a herculean task to manually search for them. In this case, a semi or totally

automatic approach is needed for the business rule extraction from such business applica-

11



CHAPTER 1. INTRODUCTION 12

tion (Paknikar Shantanu 2014). This thesis presents three possible approaches followed

by their usability and limitations based on the extracted results. Furthermore, automated

techniques; such as process mining, help in discovering business processes in process

aware systems like WfMS (van der Aalst et al. 2007, Mans et al. 2008, Perez-Castillo

et al. 2011). But, in this research is investigated process mining technique upon a non

process aware system called SHD ECORO. Additionally to the automated technique also

a manual technique based on Porters value chain is used, which supports the development

of a big but generalized picture of all the activities that are involved in the overall process

and how they are interrelated (Dekker 2003, Porter 2001).

The process of adapting a WfMS is generally based on design, analysis, configuration,

enactment and evaluation (Weske 2012). This thesis walks through each of the steps on

SHD ECORO as a large ERP system in the furniture market.

1.1 Context of this work

This thesis shows the possibilities of discovering business rules and business processes

from a large ERP system like SHD ECORO, with the goal to integrate a Workflow Man-

agement System (WfMS). SHD ECORO is a large ERP software specialized in the furni-

ture industry. A process control is not possible for SHD ECORO today, but is increasingly

demanded by the customers. Furthermore, since rules provide modeling of business logic

in a declarative manner (Herbert Gomez Tobon 2010, Huang et al. 1996), it is impor-

tant to ensure that business processes are aligned towards company goals and regulations.

Documentation of business rules is not offered by SHD ECORO, therefore a process of

extraction them from the code should be first undertaken to then integrate them in the

compliance analysis of the system. In this case, it is necessary to understand the struc-

ture and dynamics of SHD ECORO, raising the current problems, identify improvements

and promote common understanding about the desired situation. The main goals of this

research are as follows:

• Showing the feasibility of business rule extraction in large ERP systems: Busi-
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ness rule extraction is considered a challenging task for large systems, due to their

complexity and size (Paknikar Shantanu 2014). Hence, it would be an overload

of work and time to manually check for the business logic in the code. Few au-

tomatic approaches that deal with COBOL source code software are designed in

some research (Huang et al. 1996, Sneed & Erdos 1996, Sneed 2001) to solve this

issue. But, there are less alternatives on how to automatically find out business

rules from Java source code. Therefore, in this research some of existing methods

are implemented on SHD ECORO source code. Their results are discussed and a

novel approach is proposed, based on the specifications of the system.

• Investigating the performance of business process discovery techniques in large

ERP systems: Business process mining is an automated technique which permits

the discovery and preservation of all meaningful embedded business knowledge by

using event logs, which represent the business activities executed by an informa-

tion system. Event logs can be easily obtained through the execution of process-

aware information systems (Perez-Castillo et al. 2011, van der Aalst et al. 2007,

Mans et al. 2008). However, in this case SHD ECORO as an ERP software even

being non-process-aware information system, it implicitly supports organisations’

business processes (Cardoso et al. 2004, Szirbik 2005). Apart from the automatic

technique, this research presents a manual technique and its results as well.

• Exploring the possibilities of WfMS (Workflow Management System) integration in

ERP systems: Throughout the last decades, Business Process Management (BPM)

gained importance in the business community. Although BPM methods were first

used in manufacturing, now they are widely applied in service industry as well

(Harmon & Wolf 2008). Recently, the ERP vendors tend to integrate a WfMS into

ERP systems. For instance, some vendors integrate workflow components, such as

activities, transitions, actions, splits, joins and sub-processes, to make their systems

workflow-driven. This helps to facilitate the customization and deployment of ERP

systems (Cardoso et al. 2004). The potential of developing and managing a WfMS
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upon an ERP system will be will be covered in this research.

1.2 Research methodology

This thesis is an analytic and applied research where the facts or information already

available about the research topic are used to make a critical evaluation of the materi-

als. Additionally, they are applied to find a solution for an immediate problem facing an

industrial/business organization (Kothari 2004). In the line of the previous argumenta-

tion, this thesis explores the approaches already available about business rule extraction

and business process discovery techniques and evaluates by applying them to integrate

workflow-driven systems to ERP systems in order to facilitate the customization and de-

ployment of them.

1.3 Structure of this work

The interconnection of the chapters as well as their research goals is shown in figure 1.1.

Whereas the introduction of the chapters is summarized in the following section.

1. Introduction. Chapter 1 provides an overview of this research by announcing

the research topic, the existing problem, the scope of the research as well as the

research goals.

2. Basic concepts. Chapter 2 introduces the foundations of this research by provid-

ing; an introduction to ECORO as one of the systems facing the problem raised in

the precious chapter, a presentation of the main concepts of Business Process Man-

agement field such as business processes and business rules, as well as a review of

WfMSs and their alternatives in the market.

3. Business Rule Extraction from the source code. Chapter 3 describes methods

used to generate business rules from the code written in Java. It covers the method-

ology, the results and limitations of each of the approaches.
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4. Business Process Discovery. Chapter 4 first discusses the techniques used to

discover business processes, which are then implemented step by step in SHD

ECORO.

5. Modeling and executing a business process. Chapter 5 provides one approach

of integrating Camunda as a WfMS upon SHD ECORO. First the architecture of

Camunda BPM Platform is explained. Afterwards it is integrated and some results

of business process execution in compliance to the business rules are presented.
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Figure 1.1: Interconnection of the chapters



Chapter 2

Basic concepts

This chapter introduces in general terms SHD ECORO as the Enterprise Resource Plan-

ning (ERP) software used in this thesis. Furthermore, it lays the basic concepts of Busi-

ness Process Management. Moreover, another section of this chapter will cover the re-

quirements of a WfMS and most used alternatives in the market, where just one of them

will be selected for further work in this research.

2.1 Introduction to SHD ECORO

SHD ECORO, as one of several products delivered in the market by SHD AG, is an

ERP (Enterprise-Resource-Planning) software, specialized in the furniture trade. Its de-

velopment has started since ’90s and now SHD ECORO counts around 100 worldwide

customer, where more than 50% of them are located in Germany and the rest is from

Netherlands, China, Switzerland etc...

SHD ECORO is implemented in Java and it has around 3.2 million lines of code. The most

important modules also shown in the figure 2.1 are: purchase (einkauf), sale (verkauf),

logistik (logistik) and requirement (vorgaben). It has several internally hard-coded pro-

cesses, some of which are controllable via parameters. It is an example of many software

systems developed in recent decades, in which the process logic in the code is hardwired

17
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Figure 2.1: SHD ECORO main modules (source:self-made)

and thus the approaches, opportunities and risks from this work are largely transferred to

other legacy applications.

Process management tools based on formal process description languages such as BPEL

and BPM allow the graphic but formal description of processes in an executable form by

the respective tool. They promise thereby an increase of the transparency of the company-

internal procedures and lastly a saving by unification, simplification and flexible config-

uration as well as automation of these. Such process control is not possible for SHD

ECORO today, but is increasingly demanded by the customers. According to Cardoso

et al. (2004), integration of a WfMS in an ERP system is applicable. Possible approaches

will be deeply discussed in the following chapters.

The basic concepts of BPM as well as a review of process engines and their alternatives

in the market are explained in the upcoming subsections.

2.2 Business Process Management concepts

Since industrialization, work processes (defined in section subsection 2.2.1) have existed

as products of continues search to optimize business efficiency by focusing more on the

routine aspects of work activities. With the introduction of information technology, all

processes that were before carried out entirely by humans, are partially or totally au-

tomated. According to Huijsman & Noordveld (2017), Business Process Management
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(BPM) is:

“supporting business processes using methods, techniques and software to

design, enact, control and analyze operational processes involving humans,

organizations, applications, documents and other sources of information.”

Moreover, Huijsman & Noordveld (2017) and Gillot (2008) do not consider BPM as a

technology, but as a process-oriented management discipline, used as an umbrella term

for strategic approaches that focus on dealing with business processes, process change

and business rules.

Recently, the interest on BPM has been increasing, due to previously expressed advan-

tages it brings to a business (Szirbik 2005). A growing interest of organizations has been

noticed, with the aim to improve their business processes in order to be more competitive

in a globalized economy that passes nowadays through a severe financial crisis with re-

strictive market conditions and limited profit margins (Harmon & Wolf 2008). Regarding

Rudden (2007), general benefits expected from analyzing and modelling business pro-

cesses using BPM are as follows:

1. Efficiency meaning elimination of manually given data and reduction in manual

analyses and process cycle time.

2. Effectiveness, is provided from handling exceptions better and faster, making better

decisions and from a consistent execution.

3. Agility is strongly related to flexibility, the ability to change quicker and support

new business models.

Benefits expressed above seem to be the same as in implementing any other informa-

tion system. Thus, Ko (2009) expresses them in more detail. According to him, some

of the prominent benefits of analyzing and modelling business processes consist on an

increased visibility and knowledge of companys activities, more ability to identify bottle-

necks, easier identification of potential areas of optimization, reduction of lead-times, a
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better definition of duties and roles in company and also modeling helps in fraud preven-

tion, auditing, and assessment of regulation compliance.

Implementation of business process management is an iterative and incremental process

defined into some stages that follow each other created so known BPM life-cycle (Weske

2012).

Figure 2.2: BPM Lifecycle (source:(Weske 2012)

According to Weske (2012), BPM lifecycle is a continuous process where the most crucial

phases consist of:

1. Design & Analysis: Processes are identified, electronically modeled into Work-

flow Management Software (WfMS) and then analyzed by going into validation,

simulation and verification. Graphical standards are dominant in this stage.

2. Configuration: In this stage, WfMS is selected, implemented tested and deployed.

Its standardization is difficult because of different existing IT architectures of di-
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verse enterprises.

3. Enactment: Electronically modeled business processes are deployed in WfMS

engines. Operation standards dominate this stage, but processes are also monitored

and maintained.

4. Evaluation: with the help of appropriate analysis and monitoring tools, bottlenecks

and potential fraudulent loopholes in business processes can be first identified and

then improved by the BPM analyst.

The first stage is a fundamental one, due to the fact that the quality of business processes

resulted in the business process modeling phase is decisive to the success of business

process management of an organization. The steps for this thesis will go through the

lifecycle phases depicted previously in this chapter.

The following subsections will introduce two of the main concepts of BPM (Gayialis et al.

2016), very important for this thesis; business rules and business processes.

2.2.1 Business Processes

Business processes are found in business organizations and across organizations. A busi-

ness process is commonly defined as:

“ a collection of activities that takes one or more kinds of input and cre-

ates an output that is of value to the customer. A business process has a

goal and is affected by events occurring in the external world or in other

processes.(Ko 2009)”

Generally, in an organization, processes are categorized into two main sets, namely; mate-

rial processes, which scope is to gather physical components and deliver physical products

and information processes, which relate to automated tasks and partially automated tasks.

There is also a composed set, called business processes which are the information pro-

cesses and/or material processes describing the market center activities of an organization

(Georgakopoulos et al. 1995).
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Based on Ko (2009) classification, business processes can be divided into private or public

ones. Private business processes are internal to the enterprise and can be at the strategic,

management, or operational level. Whereas, public business processes involve external

organizations, e.g., delivery of goods, ordering of materials, etc. Those are also usually

known as Collaborative Business Processes (cBPs).

2.2.2 Business Rules

Business rules are defined as being a set of operations, definitions and constraints ap-

plied in a company, which represent relevant actions or procedures aiming at defining or

constraining some precise aspects of a business (Cosentino et al. 2012). Based on the

works by Chaparro et al. (2012), Bajwa et al. (2011), business rules consist of two types,

namely: behavioral also known as operative rules, and definitional which can be also

found as structural rules.

The first mentioned set govern the behavioral or business operations in an optimal and

suitable way. They always hold the sense of obligation or prohibition, can be directly

violated and not all of them are automatable.

• Not automatable: E.g. A Nurse must visit a Patient at least every 1 hour

• Automatable: E.g. An Order over $ X must be accepted on Credit without a Credit

Check

Whereas definitional rules structure and organize basic business knowledge. They hold

the sense of necessity or impossibility and cannot be directly violated. All of them are

automatable but not all of them can be considered as business rules. Usually there are two

possibilities attached to this type of rules; classifications and computations ones.

• Classification: E.g. A Customer is always a Premium Customer if the Customer

has placed Orders of more than $X

• Computation: E.g. The Total Price of an Order is always computed as the Sum of

Order Item Prices
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This research will have as a focus both types of business rules explained previously.

2.3 WfMS requirements

Before going into implementation steps for SHD ECORO, it is essential to specify some

requirements and general need of the actual WfMS (Workflow Management System).

From previous research (Quesada & Gazo 2007), a company management system should

focus on success factors, as a key for their development, and must be tailored to the

specific industry in which the company operates. For diverse industries also the CSF

(Critical Success Factor) differ based on the structure, competitive strategy, industry po-

sition, geographic location, environment factors, time factors etc. However, in most of

them, there should be three to six CSF that determine success and where the information

systems should be derived from. Furthermore, getting to know about KPIs (Key Perfor-

mance Indicators) helps in revealing the requirements of a management system to assist

in the optimization of manufacturing processes, in the case of furniture industry (Rico

2017). Those factors and indicators together with business goals, act as basic criteria and

requirements for information system selection and implementation process. Each of the

goals and CSFs should be related to BPM tool requirements to be fulfilled.

The requirements of a management system could be functional, which depicts what the

systems should do to achieve the business goals, business rules and interface require-

ments, or non-functional ones, which are qualities or attributes that the system should

fulfill in addition to the functions it preforms and include performance, reliability, scala-

bility, security and interoperability requirements (Tammy 2017). Both of two categories

are needful for a satisfying selection of information software. In an overall view, a man-

agement system must include a workflow, must be accessible, must include an easy to use

process mapping tool, must allow for customization and it also must allow collection and

report on metadata (Financesonline 2018).

In order to find out requirements, firstly the goals of the business should be revealed.

Regarding furniture industry, as depict in Lourens & Jonker (2013), the identified CSFs
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through diverse literature are value, speed, innovation and flexibility. The value is related

to costs, providing value for money, quality and reliability of the product. It is strongly

connected to the KPIs relevant to C-Level Employees like CEOs, COOs, and everyone

else with a C in their title. According to Rico (2017), C-Level Employees aim to identify

opportunities to save money, improve efficiency, and increase production capacity.

Speed is defined as volume flexibility, fast and secure delivery. The right information de-

livered to the production staff, according again to Rico (2017), helps manage expectations,

prevent downtime, and ensure everyone does their part. Some of the KPIs that assist in it

are: work order, due date, inventory levels and expected receipt date. To quality, the main

goal is to increase advantage by trying to be at the same league as competitors regarding

the quality of the product and by statically controlling the supplies and production, the

quality and formalization and standardization of processes. This CSF is linked to the cru-

cial KPIs of floor managers, being: safety stock reporting, primary item inventory levels,

capacity, cycle time and manufacturing throughput.

The last CSF mentioned by Quesada & Gazo (2007) is innovation. It focuses on present-

ing new products, design quality, and improving production and management techniques,

as well as providing products of premium value for the customer. In this case, innovation

is associated to new management software implemented on the existing ERP system. The

previous CSFs are important and the initial phase is thinking of how and what features

should have the management system to support them.

All the information implicitly described in this section is shortly depicted in the table 2.1.

2.4 WfMS alternatives and selection

As also discussed above, business process models help the economic organization man-

agement in taking adequate decisions in important problems of the organization life, with

impact in generating the income in order to be in accordance with stakeholders expecta-

tions. The first step in achieving this goal is to use an adequate business process modeling

language and management system to represent their business processes.
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CFS and Goals Management system requirements

Decrease project costs
Convenient price and implementation costs,
Support and reliability of the tool

Decrease project duration Same as above

Get rid of inefficiencies (flex-
ibility, fast and secure pro-
cesses

Easy to understand models (Visual Process Di-
agramming Tool), easy to design models (drag
and drop from designer), dynamic analysis of
the business processes, ability for transition,
ability to represent all the components of an
ERP System

Standardize the processes

Easy to understand models (Visual Process Di-
agramming Tool), easy to design models (drag
and drop form designer), dynamic analysis of
the business processes

Get an insight into business
processes

Same as above

Increase of the culture of the
processes

Ability for transition, ability to represent all the
components of an ERP system, dynamic analy-
sis of the business processes

Extended IT support Ability for transition
Maximize process consis-
tency

Chain Forms support for modeling

Get an insight into the busi-
ness rules

Support business rule management

Table 2.1: BPM tool Requirements based on Business CFS and Goals

2.4.1 Modeling Language

During the last decade, a new generation of languages and tools for process modeling

have been developed. Existing languages have been also enhanced, such as Unified Mod-

eling Language (UML) 2.0 Activity Diagram, whereas new ones like Business Process

Modeling Notation (BPMN) 2.0 and Business Process Execution Language (BPEL) have

experienced rapid taken-up (Geambaşu 2012). All of three mentioned languages have a

common focus on providing an understandable and integrated notion for business process

modelling. But, they operate at different levels:
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“ UML AD and BPMN are graphical and informal notations targeted at

analysts while BPEL is a textual and executable language targeted at appli-

cation developers (Wohed et al. 2006)”

(a) BPMN

(b) UML.

Figure 2.3: Representation of a business process using BPMN 2.0 and UML AD
2.1.4 (source:(Geambaşu 2012)

Based on the capacity of being readily understandable and adequacy of the graphical el-

ements to present the real business processes, both business process modeling languages,

BPMN and UML AD, provide similar solutions for most of the patterns. The graphical

symbols used for the representation of most parts of the process are similar in BPMN and

UML AD, as can be also noticed by the graphical symbols used for the representation of

the business process described in the figure 2.3.
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BPMN current normative document includes a mapping of a subset of BPMN to WS-

BPEL, while UML AD normative document does not define mapping to any BPEL(Geambaşu

2012). BPMN is capable in modelling private processes, public processes and collabo-

ration processes at different levels of granularity. Most BPMN models can be mapped

to execution code like BPEL which is its main strength over UML AD (Ko et al. 2009).

Considering also that a large variety of WfMS providers support BPMN, it is a better fit

for the aim of this thesis.

2.4.2 Workflow Management System

Some of used variants in the big market of WfMS (BPMN Tool Matrix 2018) are Ca-

munda1, Signavio2 and Bizagi3. I picked them up, focusing on the latest release year, as a

first parameter. To choose one of them is difficult without looking into their features and

then select the most adequate one. In the following part I will provide a short introduction

to the main characteristics of each of the previously named tools.

To get a general description of each of the tools, the fist source to check was their website.

On Camunda official website, it is defined as being a free desktop application for modeling

BPMN workflows and DMN decisions. Camunda Modeler supports BPMN 2.0, CMMN

1.1 (Case Management Model and Notation) and DMN 1 (Decision Model and Notation).

Bizagi is free and described on its website as a cloud collaboration, speed and powerful

drag-and-drop design tools bridge the gap between business and IT, engaging everyone

in the process discussion from the start. Whereas on Signavio website, Signavio Process

Manager is a proprietary tool called as the first web-based tool for modeling business

processes. Considering the previously shown features of each of the tools, Camunda has

an advantage because it is an open source tool, meaning that there are no worries about

feature customization issues. And differently from Bizagi, which is also open source, it

does not really have performance issues (IT Central Station 2018).

1https://camunda.com/
2https://www.signavio.com/
3https://www.bizagi.com/

https://camunda.com/
https://www.signavio.com/
https://www.bizagi.com/


Chapter 3

Business Rule Extraction from the

source code

This chapter will deal with some approaches on how to identify and extract the business

rules from the source code of any application written in Java programming language and

specifically for SHD ECORO as an ERP system. The methodology, the results from the

practical application in SHD ECORO and the limitations of the approaches are covered in

this section.

3.1 General overview of Business Rule Extraction

approaches

According to Ross (2003), business rule documentation is very important for at least two

reasons. First, business rules make the business more flexible in front of challenges.

They play a crucial role in strategizing, that is, ease the rethinking of the business idea

and the finding of full and optimal solutions for the problems. Second, business rules

keep track of business logic during redevelopment efforts. Thereby, as an integral part

of a software modernization project, it is necessary and common to discover the business

28
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rules. There are some possibilities to proceed in this step, either use the process model

discovery, which is based on process mining from log data (Jadhav 2011, Vercruysse 2018,

De Weerdt 2012) or identify and extract the implemented business rules into the code. In

this part of the thesis, the source code of SHD ECORO is the main input information to

find out some business rules.

Business rules are usually not implemented as an identifiable component of a system.

There are times when business rules are embedded into source code of business appli-

cations and due to the complexity of the code, it is a herculean task to manually search

for them (Paknikar Shantanu 2014). In this case a semi or totally automatic approach

is needed for the business rule extraction from such business applications. It becomes

very difficult when the whole software either is developed upon a legacy code or is linked

to other legacy applications. A legacy code is a code that has had a long life cycle and

often is built with outdated technologies and paradigms. It consists of large number of

lines of code (Bisbal et al. 1999). Since SHD ECORO source code is very large, it re-

quires an overload of work and time to manually check for the business logic in the code.

Therefore, semi or totally automatic extraction frameworks would be useful in this step.

Previous works (Huang et al. 1996, Sneed & Erdos 1996, Sneed 2001, LLC 2017) focus

more on code written in sequential programming languages like COBOL or D*Code using

code slicing, but few research deal with Java code (Paknikar Shantanu 2014, Cosentino

et al. 2012). In the following sections will be presented some approaches that could be

used for extracting the business rules from Java code. Firstly, it is shown the implementa-

tion, results and limitations of a tool named JBrex. Afterwards, based on the JBrex output

and also the conditional nature of business rules, it is applied a new approach in which

all the if-statements are extracted. Considering the limitations of this approach as well as

the characteristics of SHD ECORO, the research is extended to another approach. It has

the same baseline as the second one in which the rules are searched into if statements,

but is applied using another logic that considers the place in the software where the busi-

ness rules can be implemented. Lastly, usability and limitations of the approaches are

summarized in a table where the differences are also emphasized.
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3.2 First Approach: JBREX Tool

There is a model driven framework that deals with Java applications, called JBrex (Java

Business rule extraction). It allows working on an abstract homogeneous representation of

the system that avoids technological problems, meaning that the code is taken as a written

sequence and it is not needed to have a running program, e.g. existing errors regarding

importing of packages etc. (Cosentino et al. 2012). JBrex is based on three activities.

First is the variable classification that aims to reduce the number of variables to analyze

and also finding variables that represent domain/business concepts and hint at business

rules. Second comes the business rule identification that aims to find the chunks of code

that are relevant to the domain variables, by slicing the code. According to this step, a

set of chunks related to the same variable conform to a business rule. Last is executed

the business rule representation that consists of presenting the extracted business rules

through artifacts (graph, text, etc.) to enable human comprehension.

Figure 3.1: JBrex Business Rule metamodel (source:(Cosentino et al. 2012)

Figure 3.1 shows the output model of business rule extraction results of JBrex tool. The

slice represents the chunks of the code and it has an action which is the rule statement be-
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ing either a method invocation, an assignment, an object creation statement or a variable

declaration. In the list of pre-actions are stored the structures of the rules which can be a

loop statement, a variable declaration or an if statement and can have zero or more expres-

sions. There is also the where entity in which is saved the class and method names from

which the Slice has been extracted. For each slice it is added the related variables and

reachable methods that are respectively the variables and methods invoked in structures

and actions (Cosentino et al. 2012).

At first sight it seems to be an easy and effortless tool to be used, but it is necessary to

first create an impression of the results it gives and then check closely whether it works

for SHD ECORO or not. For this purpose, the tool was used on a small project and the

results are shown for further analysis. The chosen projects is developed by the trainees in

SHD for learning reasons and manages the learning objectives that are created from the

training framework plan for each trainee in several departments. A learning target sheet

per department is used to record what learning objectives one trainee has learned. The

project is based on UI logic but is well structured and could give understandable output.

To proceed with the tool, Eclipse is needed for modeling and some packages like MoDisco

and ATL (Active Template Library) should be installed. It should also be mentioned that

the last version of eclipse, Photon, does not support some previous packages of MoDisco.

Therefore, to avoid errors into JBrex, releases for Luna version should be installed.

3.2.1 Implementation and Results

As a first step of this approach, some variables are to be previously selected from the

project. For the chosen project, the variable bereich (department) was picked up by

adding SELECT-VARIABLE, one line before the declared variable into the code. JBREX

tool provides two types of rule presentation:

1. A text file with all the rules, written like the following output.

Output:

ruleId:1 - variable: bereich
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————————-

(B) rule part - granularity:1

class: BogenErfassungCtrl

method: onBereichChange()

if(view.getcBoxBereich().getSelectedItem().isPresent())

model.setBereich(view.getcBoxBereich().getSelectedItem().get())

————————-

(A)rule part - granularity:0

class: CoachingbogenModel

method: setBereich(BereichEntity bereich) notfound = bereich

————————-

Granularity expresses the distance between the statements X that modify SV (sliced-

variables) and the statements that allow to reach X. It orders the processes to hap-

pen in a logical sequence. In this case:

@related: setBereich(BereichEntity bereich), onBereichChange()

@sliced-variable: bereich

In one of related methods is the context and the business rule.

onBereichChange()

{if (view.getcBoxBereich().getSelectedItem().isPresent())

@context

{ model.setBereich(view.getcBoxBereich().getSelectedItem().get())

@rule }}

2. Two graphml files.
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(a) ruleConnectionGraph

(b) rulePartConnectionGraph

Figure 3.2: Representation of rules extracted from JBREX (source:JBREX Output
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• Figure 3.2a represents ruleConnectionGraph, where the nodes are the rules,

the text inside is the code composing the rule and the edges are the connec-

tions between rules

• Figure 3.2b represents rulePartConnectionGraph, where the nodes are the

chunks composing a rule and the chunks that belong to the same rule are

colored with the same color.

As it is expressed above, the rule is hidden in one of the related methods. In general, this

approach is based on method dependency of related business terms that in fact correspond

to any of the variables in the code. Sliced variables, in this context are the domain vari-

ables which express the business terms. Identifying them is a significant step in extracting

the business rules from the source code.

Afterwards, the tool was used also for SHD ECORO in an 8GB RAM System, where

the pre-selected domain variable was Skonto into Verkauf module. The result was not

shown, due to unsupported size of the project.

3.2.2 Limitations

The first challenge is selecting the variable to be sliced, known as domain variables that

express the business terms. One of the solutions here can be identifying them from

database tables. Column names in database tables can be a good proxy for the busi-

ness terms (Chaparro et al. 2012). A short example of how the tables and column names

can help in finding some business terms is depicted in the figure 3.3. Here the Sale con-

tract (kaufvertrag) is related to Discount (Rabbat), Addresses (Adresse) and Tours

(Tour). All of them can be considered as relevant business terms. Moreover, in each

of the respective tables can be extracted other business terms just by looking at the col-

umn names, such as invoice (rechnung), delivery note (lieferschein) from Tours (Tour),

pickup (abholung) and deposit (anzahlung) from Sale Contract (Kaufvertrag), discount

amount (nachlassBetrag) and currency (waehrung) from Discount (Rabatt), advertising

area (werbegebiet) from Address (Adresse).
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Figure 3.3: Database Tables and Entity relation to Business Terms

Secondly, considering SHD ECORO as an old system dating since 90s, the variable names

could defer largely from each other and also from table entities or table names. However,

to check whether a variable x can be a possible substitute for business vocabulary y, we can

use the Levenshtein distance algorithm (Paknikar Shantanu 2014). Moreover, in the entity

classes is the mapping that relates the names of the table fields with the used variables and

it is a good clue for this issue. But, managing them is still a difficult problem, since

there could be thousands of domain variables. Furthermore, the tool does not provide

results for large projects like SHD ECORO, which has around 3.2 million lines of code.

It works for small projects like the one used in this chapter. In the research conducted by

Pizzoleto & do Prado (2016), Jbrex gave good results for a systems written in around 60K

lines of code. But, for real world systems where the number of lines is extremely large

it does not derive expected output. Lastly, for large projects, the representation of rules

does not provide guidance in the understanding, because the size of the code is very large.

Therefore, the results would need additional manual work to find out the rules among all

the provided data.
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3.2.3 Usability and Conclusions

JBrex is a tool suitable to extract the business rules from the source code of a project

written in Java programming language. It is a model driven framework that works on

abstract representation of a system. The main activities of the tool consist of slicing the

code based on some pre-defined variables which represent the business terms and are

referred as domain variables in this thesis and afterwards representing the business rules

through artifacts such as text and graph for a better understanding. The text representation

of the results contains the location of the rules in class and method level, the related

variables and reachable methods that are respectively the variables and methods included

in the actions. An action is a part of the code that contains the rule statement that is

expressed into the context and the applied rule. Whereas, the graphs represent an overall

view, where the sliced parts of the code are invoked in a separate boxes into the graph and

arrows between them display the connections between rules. The parts can reflect either

a complete rule or a part of it, where all the parts corresponding to the same rule have the

same color. This approach has also some general limitations.

Firstly, it is not a fully automated solution, because the domain variables should be pre-

selected manually. In this step come up two problems related to how to find the variables

that represent the main aspects of the business and how to deal with the differences be-

tween variable names. For instance, a possible solution is using the database tables and

entity names as a good proxy to business terms. Moreover mapping helps in relating the

entity names and variables used for them in the code. But, the names of variables that

represent the same concept can differ in an old system like SHD ECORO. In this case can

be used the Levenshtein distance algorithm, which discovers strongly related variables.

Nevertheless, in large projects it is hard to manage the domain variables.

Secondly, the project size affects extremely the performance of the JBrex tool. For very

large projects that have millions of lines of code like SHD ECORO, it gives no results.

But, for other projects that are relatively large and JBrex can perform on them, the out-

put it provides cannot be managed or understood at fullest. Therefore in this case some

additional work could be needed as well. As a conclusion, JBrex can be used for small
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projects in small experiments, but it is not a good approach for big systems in the real

world. In this case can be undertaken other approaches such as parsing the source code to

find restrictions related to a possible business rule, which will be detailed in the following

section.

3.3 Second Approach: If-Statement extraction

From JBrex tool results, it is quite obvious that the business rule is just in a small part

of any of the retrieved methods and its logic is enclosed in an if-statement structure.

Based also on the fact that Business rules are identified in the form of action/conse-

quence (if/then)(Herbert Gomez Tobon 2010, Sneed & Erdos 1996) from the syntactic

and semantic information of every sentence, one working approach would be to retrieve

all if-statements from the source code. Same idea was also conducted in the paper by

Paknikar Shantanu (2014), where a step by step approach is presented in the figure 3.4

and explained as follows:

Figure 3.4: Business Rule Extraction Approach (source:(Paknikar Shantanu 2014)

1. BR (Business Rule) identification is carried out through the automatic search of the
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if/then form in every sentence.

2. The code is formatted into semi-regular expressions and filtered to get rid of any

contradictions or overlaps. Furthermore, if else block having similarity in logical

operand will be grouped by applying cluster analysis among all the existing if else

code blocks.

3. To find out whether the extracted code block represents the business correctly, busi-

ness analyst should be consulted.

4. If the previous step is completed, then the code will be implemented in some rule

engine for future changes control.

In SHD ECORO software source code, the amount of retrieved if-statements is very large.

It consists in approximately 101159 ones. However, reducing by filtering, based on a

logical and automatic way, would help to narrow the scope of the data.

3.3.1 Implementation and Results

The previous steps are a baseline for rule extracting experiment conducted on SHD ECORO.

Actually, the specific undertaken actions are to retrieve and reduce the if-statements, to

find overplappings, to find contradictions and finally to present the data to a business

analyst.

First the source code is parsed using JavaParser to retrieve the if-statements. Often the

applications have parts of the code that do not contain any business logic. In general, those

chunks of code are related to how the application interacts with the users, what platform

error handling it performs, what activities it keeps track of, etc. According to LLC (2017),

some code artifacts that are not considered as business rules include:

• User interface design (e.g., the look and feel of the GUI)

• Database interfacing and error handling

• System and activity monitoring and logging
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• Output formatting and printing

• Input data parsing

• Null constrains (Chaparro et al. 2012)

In the case of SHD ECORO, some other packages suggested from software developers as

not containing any business logic, are added out manually. To reduce the scope, all the

above code artifacts are taken into consideration and based on them is written a code to

filter if-statements. Additionally, since some projects are very large, it is sufficient to look

into their most important modules; such as Purchase, Sale, Settings, Logistics.

Module name
Number of filtered if-
statements

Percentage of total re-
trieved data

Purchase (Einkauf) 3660 37%
Sale (Verkauf) 3374 34%
Settings (Vorgaben) 861 8.7%
Logistic (Logistik) 1994 20.3%

Table 3.1: Total parsed if-statements for main modules in SHD ECORO

Based on the results shown in table 3.1, there are 9884 if statements retrieved, where the

highest part of them comes from the Sale and Purchase modules. Whereas the number

of excluded ones is 90544 and they are distributed as shown in table 3.2. It is noticed

that the number of filtered out statements, based on the general conditions is considerably

low, just 10% of total eliminated data, whereas manual exclusion takes the highest part of

them. Thereby, we can say that an important input in this method is the help of software

developers and software architects. The amount of the retrieved if statement is still very

large to be afterwards processed manually. Hence, here will be added another constrain.

For each main module of SHD ECORO just the if-statements that contain domain vari-

ables either in their condition or in their body will be considered for further analyses. To

find out some of the domain variables, the tables as well as their relations into database,

are consulted.
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Classification
Nrumber of
excluded
data

Percentage
of total
excluded
data

if statements having null checker conditions 5624 6.2%
if statements related to database and error handling 1156 1.2%
if statements related to output formatting, printing,
input data parsing and translation

1894 2%

if statements related to system and activity moni-
toring and logging

1374 1.5%

packages that are added out manually because do
not implement any business logic

80496 88.1%

Table 3.2: Excluded if-statements

Considering that Sale and Purchase modules are the ones that contain the largest num-

ber of retrieved if statements and the central item of both of them is the sales Contract

(Kaufvertrag), it is searched into the KV (Kaufvertrag) table and its relations in the

database to find the domain variables. In this case the domain variables are the table

names that represent the business terms.

Some of the most dominant domain variables are as follows: nachlass, skonto, kv, vk,

betrag, order, gutschein, saldo, abhol, material, filial, buch, zahl, proz, punkt, rabat,

rechn, brutto, netto, steuer, angebot, chance, liefer.

Module name
Before domain variable
filtering

After domain variable
filtering

Purchase (Einkauf) 2564 1488
Sale (Verkauf) 2335 1646
Requirement (Vorgaben) 763 392
Logistic (Logistik) 1585 1258

Table 3.3: Total domain variable filtered if-statements for each module in SHD
ECORO

From the table 3.3, it is noticed that the filtering based on the pre-selected domain vari-

ables has narrowed considerably the amount of data for purchase, sale and setting module,

but not for logistic one. It can be assumed that logistic module is mostly related to the
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domain variables. However, even for other modules, the difference is not considered to be

crucial, because the general goal is to go very near to the basis of the business logic using

those business terms expressed by the domain variables. Other aspects of the business are

of a minor importance.

Second, the data generated after filtering the if-statements can be redundant due to

overlappings, which are duplicated if-statements; meaning those which have the same

condition. There exist duplicate conditions within a class that generally have the same

implementation. But, in this case, it is interesting to see the statements that are imple-

mented in more than one class, because the probability to find contradictions there is

higher, due to diverse place, diverse logic or maybe diverse developer. To do so, all the

if-statements that do not occur only in one class are extracted in a text file to be further

examined. In the table 3.4 is displayed specific information about the duplicates that occur

in more than one class. Respectively, the first column shows the total number of dupli-

cated if statements, whereas the second column gives the duplicates that occur in more

than one class. The duplicates can be implemented equally, which are situations when the

block of if statement is exactly the same. But, we are not interested in those cases, because

most probably they do not contain any contradiction. Therefore, in the third column are

represented the number of those if-statements that even if they have the same condition,

the implementation of the body is different. Here should be mentioned that because of

the automatic extraction of same implemented body of the if statements, those having an

equivalent implementation are considered being different as well. As can also been no-

ticed from the values, the duplicates within a class compose more than 50% of the total

number of duplicates. Nevertheless, due to their lack of information in this case, this large

difference is considered to be minor. The so-called duplicates are deleted from the file that

contains all the if statements, because they should be firstly filtered out of contradictions.

After the examination, they will be added again into the total if-statements.

Third, apart from the redundancy of the results another problem that can be faced is

related to the integrity of the data, more specifically is the existence of contradictions.

In this context, contradictions are considered to be the implementations of the same if-
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Module name
Total Dupli-
cates

Multiple du-
plicates

Single
implemen-
tation

Purchase (Einkauf) 1096 267 114
Sale (Verkauf) 1039 501 161
Requirement (Vorgaben) 98 5 3
Logistic (Logistik) 409 116 52

Table 3.4: Number of overlapping-s for each module in SHD ECORO

condition in different ways. For instance, the following cases conflict each other. But

(a) Case 1 (b) Case 2

Figure 3.5: Example of a contradiction (source:self-made)

those kind of implementations are not always a contradiction. For blurry cases (e.g. an

upper restriction exists, thus it controls the nested if statements like in the figure 3.5), the

overall conditional block of code where the if-statement takes place, should be examined.

(a) Case 3 (b) Case 4

Figure 3.6: Example of a contradiction (source:self-made)
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However, this is not a problem here, because the parser code gives every level of if-

statement implementation. From the previous step, all the duplicates will be saved into

a text file where those having the same condition will be grouped together automatically.

This approach provides a better overview of them and makes it easier to manually analyze

for contradictions. Here, the duplicates that have the same implementation block as well

as those which do not contain any business logic will be deleted. After applying this

manual control for SHD ECORO, 217 if-statements remained from all the modules, which

will be examined later for contradictions. Lastly, the part of the code that does not contain

any contraction will be added into the text file which has all the if-statement that were

retrieved before. From the manual check resulted that there are no contradictions into

the source code of SHD ECORO. Hence, all duplicate if-statements will be considered as

additional data into the file that have all the data.

Fourth, after having all the extracted data, it is needed to consult any software or

business analyst to check whether any of the found code block correctly represents the

business (Paknikar Shantanu 2014) or contain business logic. The work that is done in

this step is all manual, meaning that all the if statements are examined by going one

by one into them. In around 1000 if-statements retrieved from the sale module of SHD

ECORO, just around 20 of them resulted to have some business logic. Thus, from this

approach concluded that just 2% of the total released data are valuable. Due to the large

difference between the effort put on the implementation of this method and the amount

of estimable output, this approach was not applied for other modules. Nevertheless, for a

proof of concept, one module is enough to deliver results and limitations of the method.

An example of how the result look like is shown in figure 3.7.

3.3.2 Limitations

In this approach is needed to have information about the way the software is developed,

which is a crucial input for the step where the data is filtered. However, being a manual

process, the probability of making any mistake is high. Thereby, the overall method results

are questionable.
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Figure 3.7: Business Rule example from second approach.

In addition, the total retrieved data is very large in number, thus it could be expected to

find some business rule candidates. However, the extracted business rules are significantly

less than the total data.

A large part of the SHD ECORO business logic is written as SQL statements, e.g.

searching based on logical restrictions. All this logic is not considered using this ap-

proach, since all the packages dealing with database are added out. Moreover, the con-

straints that are formulated either in the database or in the entity layer are not considered,

even though they are important for SHD ECORO logic implementation.

The poor representation of variables brings problems in understanding fragments of

code as well as difficulties in translating the code into valuable business rule.

Furthermore, the way of how a large part of the code in the considered packages is

developed makes it difficult to find any business logic implementation in either the if-

statement block, or in its else-block. For examples, there are methods that develop a

logic, but the if statement is used just to check a restriction and its block contains either

return or continue. Thereby, all the needed rule is out of the if-statement body.

3.3.3 Usability and Conclusions

The method of extracting business rules from the if statements invoked in the source code

is based on the conditional nature of the rules. In general the restriction rules are im-
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plemented as conditions that if some action happens then it is followed by some other

operations. This approach is implemented by developing a script to parse the java source

code. The first faced issue related to the size of the project is the large amount of if-

statement retrieved from SHD ECORO. The solution to it is filtering based on a logical

argumentation. According to some previous research, in a project is no business logic

implemented in user interface design, database interfacing, error handling, system and

activity monitoring and logging, output formatting and printing, input data parsing and

null constraints. Thereby, all the packages dealing with them should be excluded. From

SHD ECORO resulted that even after filtering the number of extracted statements was

very large. Hence, some other artifacts are needed to reduce the scope even more. With

the help of developers of the software, it is possible to add out some packages that accord-

ing to them do not contain business logic. Furthermore, the data can be also filter from

overlapping-s by adding out the statements having the same condition and implementation

inside the body.

After filtering, a crucial part of the approach is checking for the compliance of the rules

in a general level. In this step all the if statements that occur in different classes and have

some condition but diverse implementation are grouped by the value of the condition and

then are checked manually for existing contradictions. Afterwards, the filtered data are

presented to either business analysts, software developers or software architects.

Since the approach requires manual work both in the filtering and analyzing phase, a

common problem for every project is the high probability of the mistake which makes

the results questionable. Moreover, for large and old projects like SHD ECORO, the poor

representation of variables brings problems in understanding fragments of code as well as

difficulties in translating the code into valuable business rule.

In the case of SHD ECORO, the filtering artifact that are used for this method do not work,

because the logic written as SQL statements (e.g. searching based on logical restrictions)

as well as the constraints that are formulated either in the database or in the entity layer

are not considered even though they are crucial for SHD ECORO logic implementation.

This approach is not very effective for SHD ECORO and systems that are similarly im-
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plemented. The success of this method strongly depends on the the development logic of

software as well as on its size. Therefore, another approach will be presented in the next

chapter, which will focus more on the specific features of SHD ECORO.

3.4 Third Approach: If-Statement extraction from

database layer implementation.

This method of rule extraction from source code is more a derivation from the second

approach discussed in this thesis. Considering its limitations, the following cases are

extracted and used as baseline for this approach.

Figure 3.8: SHD ECORO Architecture

1. As an ERP system, the behavioral business rules are implemented using config-

urable variables. Therefore, the nature of this category of rules is not automable at

all into the business layer.

2. As also specified in one of the limitations of the second approach, SHD ECORO

business logic is written as SQL statements. According also to Szirbik (2005),

business logic in ERP systems usually are formed as constraints on databases, with
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additional computation, when appropriate. Thus, it is expected to find some busi-

ness rules, either behavioral or structural ones, by searching into the data access

layer implementation.

Moreover, in this rule extraction application will be included the if constraints that

contain throw exception. Such an exception, occurs during the execution of a program,

that disrupts the normal flow of the program’s instructions. So, when it happens inside an

if statement block of code, it notifies that either the implementation logic or application

logic is affected. We refer to implementation logic as the programming logic, e.g. the

type of data saved into a specific field of a table into database. Whereas the application

logic, is the logic of the software, that is the business logic.

3.4.1 Implementation and Results

The implementation phases are similar as in the previous method of business rule extrac-

tion, but since the used filters as well as the results are not the same, all the steps will be

performed again.

A script in Java is written to retrieve the if-statements from the code by adding out:

• User interface design (e.g., the look and feel of the GUI)

• System and activity monitoring and logging

• Output formatting and printing

• Input data parsing

• Null constrains

As also argued in the description of this method, different from the previous approach, the

database interfacing and error handling parts of the code will be included. However, the

same packages, suggested from software developers as not containing any business logic,

are added out manually as well. The important modules remain the same, namely: sale,

purchase, requirement and logistic. But, here will be parsed just the data access layer of



CHAPTER 3. BUSINESS RULE EXTRACTION FROM THE SOURCE CODE48

the application, which in SHD ECORO is included in the /bo/ packages. Additionally,

in this method will be added also the if statements that contain throw exceptions in their

body.

The approach continues with finding the overlappings. As it is also explicitly explained

in the same step of the second approach, the overlaps are the if statements which have the

same condition. But, it is the information extracted from those that happen in more than

one class that can help to track contradictions. Hence, the parser is used to find duplicates

in multiple classes and filter just the ones having different implementation. The results

from parsing the code are shown in the table 3.5.

The trend of the data changes a bit from the results of the second method. Here, the Logis-

tic and Purchase modules have the largest amount of if statements. It will be considered

the Sale module again for further examination, because it is needed to work on the same

environment for later comparisons between the approaches.

Module name
Total if
statements

Total Dupli-
cates

Multiple du-
plicates

Single
implemen-
tation

Purchase (Einkauf) 1007 283 175 79
Sale (Verkauf) 677 142 90 40
Requirement (Vorgaben) 224 25 2 1
Logistic (Logistik) 1191 210 135 57

Table 3.5: Results for each module in SHD ECORO

In order to find contradictions (explained in previous section), there will be considered

from the previous duplicate’s samples only those that are implemented in different classes,

have the same condition and have different implementations of the body. This corpus of

data is then checked manually for duplicates. In this case the results showed no existence

of contradictions in the source code of SHD ECORO. Hence, all duplicated if-statements

will be considered as additional data into the file that have all the data.

Finally, around 700 if statements where delivered to be further analyzed manually.

There resulted that around 90 constraints contain any business logic enclosed into their

body implementation. Thereby, this method provides as valuable data just 12% of the
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overall input ones. In the results dominate the structural rules, which can represent a

classification or a computation. An example of discovered rules is depict in the following

figures.

(a) Computation Rule

(b) Classification Rule

Figure 3.9: Example of Structural Rules (source:SHD ECORO parsed code)

Figure 3.10: Example of Behavioral Rule (source:SHD ECORO parsed code)

3.4.2 Limitations

There are found more structural rules from all the retrieved if-statements, which structure

and organize basic business knowledge. Furthermore, into this set of rules dominate both

the computational and classification ones. The problem here is that not all structural rules

can be considered as business rules, even though they are automatable and easy to be

found by automatic approaches. Thus, it is expected that the number of rules would be

very low in comparison to all parsed data.
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Most of the retrieved rules are implementation restrictions, that are programming logic

constraints mostly related to allowed data format and data type, e.g. check before saving

the data into database tables whether it is of the same required type.

Same as in the previous approach, there is a poor representation of variables. It makes

the process of analyzing hard to undertake. Therefore it can bring problems in understand-

ing fragments of code as well as difficulties in translating the code into valuable business

rules.

In this approach is needed to have information about the way the software is developed.

It is a crucial input for the step where the data is filtered. However, being a manual process,

the probability of making any mistake is high. Thereby, the overall method results are

questionable. (Also from the previous approach)

3.4.3 Usability and Conclusions

This third approach is an extension of the second one, because the basic idea is the same

but it is applied including some other logic. In simple worlds, it is a method that focuses

on the conditional format of the business rules and the filtering logic is modified based on

the features of the system. Different from the second approach it includes if statements

located inside the data access layer packages that contain SQL expressions and throw

exceptions apart from user interface design, system and activity monitoring and logging,

output formatting and printing, input data parsing and null constraints. Even after filtering

the data for SHD ECORO, it resulted that the remain ones involve a large amount of if

statements. Same as in the second approach, some other steps are undertaken in order to

narrow the scope of the result. First, packages that according to developers do not contain

any business logic are added out and are parsed if-statements that include some predefined

domain variables either in their condition or their body. Moreover, the duplicates are

deleted and the ones that have same condition but different implementation and also occur

in diverse classes are further examined for possible contradictions. Afterwards, the results

are manually checked for business rules by either business analysts, software developers

or software architects.



CHAPTER 3. BUSINESS RULE EXTRACTION FROM THE SOURCE CODE51

Same as in the second approach, being a manual process, the probability of making any

mistake is high. Thereby, the overall method results are questionable. Additionally, the

poor representation of variables brings problems in understanding fragments of code as

well as difficulties in translating the code into valuable business rules. In this method

the results involve more structural rules in form of computational and structural ones,

which structure and organize basic business knowledge. The problem that is raised in this

method is that the number of rules could be very low in comparison to all parsed data

because not all structural rules can be considered as business rules. Furthermore, most of

the retrieved rules are implementation restrictions, that are programming logic constraints

mostly related to allowed data format and data type, e.g. check before saving the data into

database tables whether it is of the same required type. For SHD ECORO this approach

was more effective than the second one.

3.5 Conclusion

A summary of the approaches set up, results and limitations is presented in the table 3.6.
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Chapter 4

Business process discovery

This chapter contains an extended information about the Business Process Discovery tech-

niques and their implementation. It starts with introducing the discovery process. After-

wards, the automated technique is further described as well as its results from the im-

plementation on ECORO are shown and interpreted. Lastly, other manual techniques are

represented.

Business Process Discovery is knows as a discipline of business process management,

that scientifically extracts the implemented business processes and aims to create a AS-IS

baseline of them. Moreover, it helps in identifying the process hierarchy, process owners,

process entities, business rules, process operations, and statuses (Jadhav 2011). According

to Jadhav (2011), Vercruysse (2018), in general there exist two main techniques to proceed

with business process discovery:

1. Manual technique, which includes interviews, organizational structure and generic

value chain analysis, etc.

2. Automatic technique, which uses the ABPD (Automatic Business Process Discov-

ery) tools for Knowledge Discovery through databases; transaction and log data

(De Weerdt 2012).

Due to the complexity of the organization structure, the automated processes as well as the

53
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mature enough processes, the discovery task becomes very tricky. Therefore, either one

or both of the previous techniques should be used (Jadhav 2011). In the case of ECORO,

being an ERP system covering some processes in the furniture industry, the goal is to

generally find out some basic fully automated business processes.

4.1 Process Mining

Process mining is an approach of learning from the previous behavior. It aims to ex-

tract aggregate, high-level information about several aspects of the process from some so-

known event-logs (Günther 2009), which may originate from all kinds of systems (Mans

et al. 2008), using diverse mining tools and mining algorithms. Process mining is appli-

cable to all kind of Information Systems during Process Model Discovery, since the only

requirement is that the system should record the actual behavior. For instance, based on

(van der Aalst et al. 2007):

1. Workflow Management Systems (WfMSs) mostly register the start and completion

of activities

2. ERP systems like SAP log all transactions, e.g., users filling out forms, changing

documents, etc.

3. Business-to-business (B2B) systems log that save tracks of exchange of messages

with other parties

Different from other analysis techniques, process mining has the advantage to provide

accurate and factual information about the process, without relying on an idealized model

of reality (Günther 2009). The base of Process Mining is the set of log data, which should

contain some needed information about the overall business behavior. The figure 4.1

describes the general process of discovery based on process mining. There are processes

running in some system and the events happening in every step are saved in the log data.

Afterwards the log data is used as an input to inference some models that should represent

the behavior of the system. The following subsections will represent a detailed description
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Figure 4.1: Process Mining Model Discovery (source:(Cook & Wolf 1998)

of Log data, algorithms that use them as an input as well as the most used tools, which

execute the whole discovery process .

4.1.1 Log Data

The only and very important assumption of process mining technique is the possibility to

gather a process log with data about the order the events take place. Regarding Cook &

Wolf (1998), an event is used to characterize the dynamic behavior of a process in terms

of identifiable, instantaneous actions, such as invoking a development tool or deciding

upon the next activity to be performed.

In ECORO logs consist of transactions between ECORO and the Database Manage-

ment System. Some part of it is shown in the figure 4.2. It will be analyzed in the

following sections.
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Figure 4.2: SHD ECORO transaction log example (source: SHD ECORO Cache
System)

Log data should fulfill some pre-requirements. The events which are the smallest part

of the log data:

• Should represent a task (activity), which can be for example a well-defined step

in the process (Van der Aalst et al. 2004). It is not always clear what should be

considered as an activity. For example, there is no column named either task or

activity into ECORO transaction log. Some interpretations are needed here to come

up with a reasonable representative of activities.

• Should represent a case, which can be for example a process instance (Van der

Aalst et al. 2004). Every process have some instances, where every instance is

considered to be a case with a corresponding case id. For instance, in ECORO

transaction log, the processId can be presumed as caseId.

• Should be totally ordered, meaning that, in the log, events are recorded sequentially,

even though tasks may be executed in parallel (Van der Aalst et al. 2004, van der

Aalst et al. 2007).

• Can have a time-stamp (van der Aalst et al. 2007).

• Can have a performer also referred to as originator, that is the person executing or

initiating the activity (van der Aalst et al. 2007).
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According to van der Aalst et al. (2007), there can be distinguished three perspectives

based on the fields of the log data; performer information, task-id information and case-

id information. First is the organizational perspective, which focuses on WHO executes

the process. Second comes the process perspective, which focuses on the control flow,

finding existing paths of the processes. Lastly is the case perspective, which focuses

on the properties of cases that can be characterized by their path in the process, by the

originators working on a case as well as by the values of the corresponding data elements.

For the aim of this thesis, it will be considered the process perspective to find out some

work flow paths for SHD ECORO.

4.1.2 Algorithms and Tools

After defining the set of data valuable as an input in the process mining technique another

crucial part of it are the tools used to analyze the data as well as the algorithms needed to

mine the behaviour and provide process models. In this thesis are used two tools namely

Disco and ProM.

Disco is a complete process mining toolkit from Fluxicon that makes process mining

fast and easy. According to Niels Lohmann (2012), the main functionality of Disco tool

include:

• Data import. Disco opens a CSV or Excel file and configures which of the columns

hold the case ID, timestamps, activity names and which of the other attributes

should be also included in the analysis. Then the import can be started.

• Automated Process Discovery. The Disco miner is based on the Fuzzy miner, but

combined with experience from practice and testing. The result is a mining algo-

rithm that can be operated and understood efficiently by domain experts with no

prior experience in process mining.

• Process Statistics. Disco provides detailed performance metrics about the process

in terms of the number of cases and events in the data set, the time frame covered,



CHAPTER 4. BUSINESS PROCESS DISCOVERY 58

and performance charts like, for example, about the case duration. Other statistic

views generate frequency and performance information for all activities and re-

sources in the process. Moreover, all the additional columns information can have

statistical results.

• Variants and Individual Cases. In this part Disco goes down to the individual case

level and shows the raw data. In addition to a complete list of all cases in the data

set, the user also gets direct access to the variants in the process, which are specific

sequences of activities.

• Filtering. Disco has six powerful filter types available, respectively timeframe fil-

ter (filtering based on the time), performance filter (filtering based on a variety

of different performance metrics like, for example, the case number), attribute fil-

ter (filtering by focusing on (or excluding) certain activities, resources or process

categories based on data attributes), variation filter (filtering by focusing on the

analysis based on either the mainstream behavior or precisely the exceptional cases

by making use of the variants), endpoints filter (filtering by selecting cases based

on their start and end activities) and follower filter (filtering by including a 4- Eyes

filter option that can be used to check for segregation of duty violations). All of the

above can be combined and stacked in any order.

• Performance Highlighting. Additionally to the frequency-based process map, the

time that is spent in the process can be also analyzed.

• Animation. The process flow is visualized over time right in the discovered process

map.

• Project Management. Disco supports project work through the management of

multiple data sets in one project view.

Most of the above functionalists will be used for the data extracted from ECORO.

ProM is a powerful and the world-leading tool in the area of process mining (Van der

Aalst et al. 2009). The input the log data but not in csv format. Disco helps to change
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the data file format into either xes or mxml which are both valuable to ProM. According

to Van Dongen et al. (2005), the main plug-in-s of this tool and their functionality are as

follows:

• Mining plug-ins which implement some mining algorithm that construct a model

based on some log data.

• Export plug-ins which implement some save as functionality for some objects (such

as graphs).

• Import plug-ins which implement an open functionality for exported objects, e.g.,

load instance-EPCs from BMPN model.

• Analysis plug-ins which typically implement some property analysis on some min-

ing result. For example, there are also analysis plug-ins to compare a log and a

model.

• Conversion plug-ins which implement conversions between different data formats,

e.g., from EPCs to Petri nets.

In this phase of the thesis, the tools are used to achieve the goal of discovering existing

process models from the log data. Based on some research results ((Van Dongen et al.

2009), (Rozinat et al. 2007)), three of the most known mining plug-in-s in ProM are:

1. Alpha miner which contains alpha algorithm and the other extended ones such as

alpha ++ algorithm

2. Heuristic Miner

3. Inductive Miner

All the above categories will be considered as possible mining algorithms for further us-

age in the mining technique applied on ECORO. According to Leemans et al. (2013),

the challenge in process discovery is to find the best process model given recorded his-

torical behaviour. Four important quality criteria that define a good model arefitness,
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precision, generalization and simplicity But to decide which of the algorithms provide the

best model, first pros and cons of them are analyzed based on previous research.

Alpha ++ algorithm is implemented in the ProM tool and its result is a model in the

form of Petri nets. It is an extension of the alpha algorithm mining certain implicit depen-

dencies, in particular non-free choice constructs (Bergenthum et al. 2008). In other words,

it considers the completeness of direct succession by including long-term successions as

well, meaning that if a transition can follow itself with some transition in between, then

this has occurred at least once in the event log. This fact implies that the discovered model

model does not allow for additional behaviour that is not described in the log, guarantee-

ing a high precision. Alpha ++ algorithm assumes a direct correspondence between the

events-classes in the log and the transitions in the model, e.g each transition refers to

a single event class. This is translated to an over-fitted model that does not generalize

enough because it is fitted only to a specific log file (Van Dongen et al. 2009). Moreover,

alpha++ algorithm has problems to return fitting models because it cannot correctly dis-

cover the skipping of tasks (Macintosh & Whyte 2008). Therefore, the value of fitness

is very low. Furthermore, it cannot give satisfactory solutions when there exist difficult

cycles (Bergenthum et al. 2008).

Heuristic algorithm is implemented in Prom as well. According to Weijters et al.

(2006), the heuristics miner mines the control-flow perspective of a process model con-

sidering the order of the events within a case, where the order of events among cases is

not important. Heuristic algorithms has completeness assumptions relating to the frequen-

cies of succession. Thus, if there is a causal dependency between two transitions, then it

should be reflected in the direct successions of these transitions. Furthermore, in some

cases a transition does not refer to a respective event, indicating that heuristic miners pro-

vide an under-fitted model, meaning that it sacrifices precision to satisfy the criteria of

generalization for a good model. Additionally, the algorithm can deal with noise and low

frequent behavior. (Van Dongen et al. 2009). In practical situation, e.g. in event log with

a large number of traces, low frequent behavior and some noise, the Heuristics Miner can

focus on all behavior in the event log, or only the main behavior. Its parameters are:
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• relative to best threshold, which defines the highest accepted value of the difference

between the dependency measure and best dependency measure

• positive observations, which defines the lowest accepted value of the activity rela-

tion frequency measure

• dependency threshold, which defines the lowest accepted value of the activity de-

pendency measure.

• AND-threshold, which defines the level of noise

The parameters of the Heuristics Miner can be used to catch only high frequent behavior

or also low frequent behavior. But mining for also the low frequent behavior has always

the risk to catch some noise (Weijters et al. 2006).

Inductive Miner is also implemented in ProM. It uses divide-and-conquer approach

to discover the model. Thereby the results of inductive miner consist always in sound

process models (Conforti et al. 2017), which are models that according to Caballero et al.

(2017) have an initial marking and a finite set of final markings, have a path in the state

space from the initial to each final marking, have always the possibility to reach some

final marking and also have no transitions that can never fire.

Same as Heuristic miner also Inductive miner deals with noise. Additionally it also

filters out the outlines, which are the infrequent events in a case. The model discovered by

it always fits, meaning that it can generate the traces in the log and the value of the fitness

is relatively high. This miner provides generalization, but suffers in precision (Leemans

et al. 2013).

Criteria
Alpha++
miner

Heuristic
Miner

Inductive
Miner

Fitness - + +
precision + - -
generalization - + +

Table 4.1: Algorithms performance based on quality criteria
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The table 4.1 summarizes the behaviour of the previously described miners referring to

the quality criteria. As it is shown, the heuristic as well as the inductive miner perform

better than the alpha algorithm. Thus, both of them will be taken into consideration for

process discovery. After generating some models in the following steps, simplicity will

be used to choose between the results.

4.2 Process Mining for SHD ECORO

In this part the whole process mining is executed for SHD ECORO. The input data are

mined proceeding in some steps which are explicitly described for SHD ECORO in the

following subsections.

4.2.1 Generate the Log data

As it is emphasized in the previous section, log data is the baseline for the process mining.

Thus, the first thing to check is whether this input can be provided or not. The nature of

the log data can differ from one system to another, due to diverse information that is

saved. In the case of SHD ECORO, the transaction logs are stored into the cache in the

form of journals. According to the database specialists the reason behind it is to recover

the objects that could be lost due to integrity problems. The data is saved every day in

separate journals for each day. Every journal has an average size of around 500 MB and

they are kept for no more than five days. Because of the size it is assumed that the data

is large enough for process mining technique. Since the transactions are generated from

all the actions done on the system by employees (developers and system testers), it is

expected an incompleteness of the data. It can be the case when just some part of the

possible features of the system are tested or further developed during those days. But,

in order to have a good representative model from process mining the input data should

represent the system. A possible solution for this issue is conducting some automated

tests for all the feasible actions in SHD ECORO and afterwords save the data in a text

file. For further procedures it is needed to have another format of the file containing the
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data. For example, Disco opens only CSV (Comma-separated values) files. Due to this

fact, the text file should be transformed into CSV (Comma-separated values) file by using

Microsoft Excel.

4.2.2 Analyze the log data

Analyzing is a very crucial step in process mining due to the fact that the data should fulfill

three most required features also mentioned in the log data subsection such as represent-

ing a task (activity), representing a case and being totally ordered. The third property is

performed by the provided log data from SHD ECORO because they are totally ordered

based on the time stamp. Regarding the task representation, there is no attribute named

either task or activity in the events. But, one of the columns, namely GlobalNode, repre-

sents what is done in a specific event in terms of database tables. It means that in every

instance one table is changed reflecting an action done from the user.

Figure 4.3: SHD ECORO event and its attributes (source: SHD ECORO Cache
System)

For example in the figure 4.3 a short sequence of events is shown where the Glob-

alNode column holds the name of the table that is changed. This attribute can be a

satisfying representative of the activity. But, here the names of the tables are associ-

ated with some global names like User and Protocol. User contains all the existing ta-

bles in SHD ECORO, whereas Protocol involves tables that store the changes in SHD

ECORO. For example, the REVWKundeDebBankvD is the global name corresponding

to REV WKundeDebBankvD which has all new and updated values of every customer

that is a debtor. Since the log data should reflect the behavior of a system and every time

a protocol table is changed indicates a behavior, then the protocol global-s can be enough

for the aim of process mining. However, this decision is further argued in the following

paragraphs.
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Another must-be attribute is the Process Id which indicates individual cases. In the log

data presented there is a column containing the process id. In this case it is not the identi-

fier of the business process, but it is the unique number that identifies each of the running

processes in the operating system.

Figure 4.4: Example of how many different tasks does one process of the operat-
ing system. (source: SHD ECORO Cache System)

The figure 4.4 depicts a simple example of one operating system process and how it can

execute many diverse tasks. The OS process identifier cannot be used as a case indica-

tor because one operating system process runs activities coming from different business

processes. Therefore, the tasks executed in one business process can be processed by dif-

ferent operating system processes. Some of the situations that can happen based on the

figure 4.5 are as follows:

1. All the tasks can be executed by the same OS process. For example it can be the

case where P1 runs Task1, Task2, Task3, Task4 as well as Task5, Task6, Task7.
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2. Tasks from different work-flows are executed as a group by the same OS process.

For example, it can be the case where P1 runs Task1, Task2, Task3 and Task5,

whereas P2 runs Task4, Task6 and Task7.

Figure 4.5: OS processes vs User processes (Tasks) (source: self-made)

The process id which is provided in the log data cannot help for the purpose of process

discovery by using the process mining algorithms and tools. Therefore another possible

solution in this case could be considering the transactions as individual tasks. This notion

is supported by the fact that:

1. Every operation in SHD ECORO starts by either a save or update of software ob-

jects; for instance a sell/buy contract (kaufvertrag), an offer (angebot), an article

(artikel) etc.

2. Each of the operations is a single save/update transaction created after a call from

the client to the server.
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The situation is illustrated bellow, where other tasks related to the operating system are

excluded.

Figure 4.6: Example of a transaction that sends the data from client to be saved
into the server. (source: self-made)

The example in figure 4.6 shows the whole information saved when a sale contract is

created. Therefore, as also mentioned before one transaction can represent a single case.

But, the transaction id is not provided in the log data. Nevertheless, there is a column

called Type, which indicates apart from the type of each sub-transaction also the begin

and commit information of each connection represented as a big transaction. Thus, a

BT will infer a begin and CT a commit of that transaction. In this situation should be

considered two tricky possibilities:

1. Parallel transactions from different clients, which happen at the same time but are

executed from different users. In this case is interesting to look whether they are

overwritten or not.

2. Cases where the transactions are not ideally nested but could exist an undesired

example as shown in the figure 4.7.

To confirm if any of those situations may occur, it is simulated the situation of two differ-

ent clients where one creates a sale contract and the other creates an article at the same
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Figure 4.7: Example of transactions are not ideally nested. (source: self-made)

time. The created sample of log data is used for further analyses. It is afterwards manually

checked for the above situations since the data is small enough to do so.

Since the business processes that are represented into the log data are known as being a

creation of a sale contract and in parallel also an article is separately created, it is expected

that the data reflect the processes as well. But, based on what is done, the data associated

to the global called User is not ordered and somehow mixed into diverse transactions.

It is noticed, as also shown in the figure 4.9, that the data about creation of a customer

related to the sale contract (Case X) is stored as part of the transaction that include the

data about the creation of the article (Case Y). In this case the timestamp is the same,

therefore cannot help in ordering.

Figure 4.8: Example of two different cases. (source: ECORO log data)

One solution to this issue could be to use as a case id in the process mining both the

transaction id and the process id of the OS in order to differentiate the cases. But, by

doing so the saving of a customer as well as situations that belong to the same transaction
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Figure 4.9: Example of not ordered cases. (source: ECORO log data)

but are executed by different processes would be completely diverse cases and would not

belong to the right business process. Therefore, this solution will extract the activities

merged into transactions where they do not belong to, but will not provide the right place

for them. For example, the figure 4.10 depicts the model created by ProM while using

the User data and the process id as well as the transaction id as case id for the mining

algorithm. It is clear that the creation of a customer is not part of either the sale contract

creation or the article creation in the example. However, the data related to the Protocol

global are not mixed and are ordered.

Moreover, the not ideally nested transactions are not present in the data. It might be

supposed that possibly this situation can be found for a large amount of log data, but

the employees responsible for the database insure that it is not likely to happen for SHD

ECORO.
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(a) Complete Model

(b) Part of the Model

Figure 4.10: Model created in ProM by using the transaction id as well as the
process id as a case id for the mining algorithm (source: ProM results)
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Afterwards, the data is used from ProM to discover some business processes. The main

goal in this step is to reveal if the model reflects the two business processes, respectively

creation of a Sale Contract as well as creation of an article.

(a) Model from the User data

(b) Model from the Protocol data

Figure 4.11: Models created in ProM by using the transaction id as a case if for
the mining algorithm separately for the User and Protocol data(source: ProM
results)

In the figure 4.11 is easy to see that both of the models reflect the two separated processes,

but the model corresponding to the Protocol data does not include the case of the customer

creation into the article creation as the other model does. Hence, the model that best

represents the undertaken processes is the one extracted from the Protocol data.

4.2.3 Filter the input data

Before performing any mining algorithm it is crucial to have clear and representative

input data. Therefore, filtering is a very important step in the process mining. For filtering

diverse aspects should be considered based on the nature of the data. In the case of

SHD ECORO log data is filtered focusing on database name, global name, attribute name,
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ActivityStream attribute name and disco filtering.

Filtering by the database name helps to get rid of the log data saved in the cache system

that are not related to SHD ECORO. In this situation are picked up from the whole data

set just the transactions that interact with shdprotocol database, where are saved the data

related to SHD ECORO. As also represented in the figure above, the information of the

database name is part of the log data and filtering consists of deleting the rows that deal

with other databases rather than shdprotocol.

From two existing globals, the protocol is a better representative of the log data, be-

cause it fulfills all the prerequisites of it. The argument about this case has been fully

explained in the previous subsection.

The column named “attribute name” aaves very detailed information, meaning that

every transaction that notifies a save into one table is followed by transactions which

set every index value in that table. For instance in the figure 4.12 is shown an exam-

ple when an article is added into a warehouse which is represented by the very first

transaction; At 10:14:46 the windows system process with the id 86568 has set into the

User.WLagerartikelID a value corresponding to a warehouse article. All the information

that follows is a very specific one that is actually not needed for the aim of this step.

The ActivityStream is the table that contains the name of the activity that SHD ECORO

performs in relation to the customers. Some of them are: Creation of a Sales Contract,

Change of a Sale Contract, Creation of an Offer, Change of an Offer etc. For each of the

Protocol.REVActivityStream global is attached the value saved in this table (depict in the

table) instead of the name of the table. Values of the ActivityStream table are depicted in

the table 4.2

Disco provides many filters also mentioned in the subsection related to Disco, but in

the case of SHD ECORO is used the filter to first add out all the remaining activities that

do not provide any crucial information for the process; such as for example those related

to the Print, and then delete all the cases that have one event as not being significant.

As a conclusion, the filtered data have three important columns as shown in the table

4.3 that contain the needed information for the process mining algorithms in ProM.
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Figure 4.12: Example of transactions that set an Index in a table. (source: SHD
ECORO log data)

4.2.4 Results of data mining

In this step all the filtered data is available for being used in mining algorithms. They

contain events related to:

1. Protocol global, which contains the changes in database tables.

2. ActivityStream attribute name, which is the name of the activity generated into the

respective table and it represents just the activities undertaken with the customer.

In the process mining of the data both the Inductive & Heuristic algorithms are used. The

results of Protocol data is depicted in the following the figure 4.13 and 4.14.

Figure 4.13: SHD ECORO model resulted from the Inductive algorithm



CHAPTER 4. BUSINESS PROCESS DISCOVERY 73

ActivityStream Table
Angebot erfasst (Offer recorded)
Angebot geaendert (Offer changed)
Auslieferabrechnung fuer KV vorgenommen (Delivery settlement for KV
made)
Chance erfasst (Chance recorded)
Chance geaendert (Chance changed)
Kaufvertrag erfasst (Sale contract recorded)
Kaufvertrag geaendert (Sale contract changed)
Kaufvertrag komplett lieferfaehig (Purchase contract completely deliver-
able)
Kaufvertrag nicht komplett lieferfaehig (Purchase contract not completely
deliverable)
KD position erfasst (Customer service position recorded)
Kundendienstmeldung fuer KV erfasst (Customer service message for KV
recorded)
Kundendienstmeldung fuer KV bearbeitet (Customer service message for
KV changed)
Kundenliefertermin geaendert (Customer delivery changed)
Notiz erfasst (Notification recorded)
Telefonat erfasst (Telephonat recorded)
Tourenplanung fuer KV abgeschlossen (Tour planning for KV completed)
Uebernahme in KV (Takeover in KV)

Table 4.2: Some of the activity values attached to ActivityStream table

Column name Information
Time Time when a transaction is executed
Transaction ID Unique ID of a transaction

Activity
Global name which represents the table that is
changed

Table 4.3: Important columns in the Log Data

Figure 4.14: SHD ECORO process model resulted from the Heuristic algorithm
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Results from both mining algorithms provide visible parts of the process that correspond

to sub-processes as presented in the table 4.4 along with a short information about what

activities they contain. The heuristic miner involves some infinite loops displayed in the

figure 4.15, which correspond to interactions with other layers in the business process

management process model such as:

• Incoming invoice, which is a receiving activity that waits for the invoice to come

from the supplier.

• Order confirmation, which is a sending activity that transmits the confirmation to

the supplier.

(a) Incoming invoice

(b) Order confirmation

Figure 4.15: Infinite loops in the model resulted from the Heuristic miner

However, the overall workflow of the system is not very clear and other external informa-

tion is required in this case in order to create an authentic process model. Moreover, the

scope will be narrowed in the selling process. To do so, just the sub-processes which are

part of the big process of selling will be taken into consideration to create a final model.
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From the models is visible that Protocol data preform differently from the the ActivityS-

tream data. As shown in the figure 4.16, the depicted model presents single transactions

separately.

Sub process Information

Article creation

Includes the workflow where the tables containing informa-
tion about article are changed. (REVWArtSetD, REVWArtD,
REVWArtLiefD, REVWArtEanD, REVWArtFilD, REVWArtFi-
lAktionD etc.)

Sale Contract

Includes the workflow where the tables containing in-
formation about sale contract are changed. (REVWK-
vAdress0D, REVWKvPosArtike0D, REVWKvPosAdress0D,
REVWKvZahluCE10D etc.)

Offer creation

Includes the workflow where the tables containing in-
formation about offer are changed. (REVWAngebo0D,
REVWAnAdress0D, REVWAnAnzahlungspla0D, REVWAn-
PosArtike0D, REVWAnPosRabat0D etc.)

Customer creation
Includes the workflow where the tables containing information
about customer are changed. (REVWKundeD, REVWKund-
eDebitorD, REVWKundenAdresseD etc.)

Incoming invoice
Includes the workflow where the tables containing information
about incoming invoice are changed. (REVWErPo0D, REVW-
ErPosRabat0D, REVWErPosKondGruppe0D etc.)

Purchase creation
Includes the workflow where the tables containing information
about purchase are changed. (REVWBePosAdress0D, REVW-
BePosArtike0D, REVWBePosRabat0D etc.)

Order confirma-
tion

Includes the workflow where the tables containing informa-
tion about order confirmation are changed. (REVWAbPo0D,
REVWAbPosKondGruppe0D, REVWAbPosRabat0D etc.)

Delivery
Includes the workflow where the tables containing information
about delivery are changed. (REVWLiefD, REVWLiefFilD,
REVWLiefLandD etc.)

Person creation
Includes the workflow where the tables containing information
about person are changed. (REVAPersonD, REVAKontaktD,
REVAAnschriftD etc.)

Table 4.4: Main sub-processes in the models
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(a) Inductive algorithm (b) Heuristic algorithm

Figure 4.16: Activity stream SHD ECORO model

Each of the activities actually represent a separate process in ECORO where the sequence

behind it is not shown. Therefore, this indicates that the model is not a good representative

of the overall system workflow.

4.2.5 Further analyses

Some statistics about SHD ECORO log data can be delivered from Disco . It gives an

overall description of the cases, activities and events mostly in terms of duration and

frequency. The total number of cases is 163 distributed in 60 variants. Whereas the total

number of activities is 83, where 30 of them are start activities and 34 are end ones. Some

of the activities take more time than the others. Commonly the duration is extremely low,

but there are some exception same as shown in the table 4.6.

All the activities are storing actions in the database. Therefore the time of them does not

indicate anything rather than the time spent to save the data. Large data require more

time. The amount of activities is not very large but the model includes distinguished

processes. However, the main process in SHD ECORO is Selling which proceeds with



CHAPTER 4. BUSINESS PROCESS DISCOVERY 77

Statistics
Activities 83
Minimal frequency 1
Maximal frequency 155
First activities in case 30
Last activities in case 34
Variants 60
Cases 163

Table 4.5: Satistics from Disco

Activity name Duration
Protocol.REVWARTFilAktionD 18 sec
Protocol.REVFBankverbindungD 06 sec
Protocol.REVWAnPosVerkaeufe0D 18 sec
Protocol.REVWZusatztextD 14 sec

Table 4.6: Activities that have a higher duration

the registration of a sale contract. Therefore, it is necessary to gather just the activities

related to sale contract creation in order to discover the selling process. In this situation the

values which are stored in the ActivityStream table come in hand. The approach that helps

is to pick in a chronological way all the transactions that have Kaufvertrag erfasst (Sale

contract recorded) among other activities. Due to the fact that the ActivityStream values

correspond to just the actions that SHD ECORO undertakes with the customer, there is

no activity named for example Purchase recorded. Nevertheless it is expected that the

purchase creation would be enclosed in the whole process of sale contract creation.

Both of the miners provide a similar workflow of the selling process as shown in the

figures 4.17 and 4.18. However other diverse resources will be considered to come up

with an authentic model.
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4.3 Other Process discovery techniques

Process mining is a good approach for process discovery, but it is fully dependent on the

input data, which are known as log data. Some of the mining algorithms such as heuristic

deal with incompleteness and noise (add section), but in the case of SHD ECORO the

issue is more related to the nature of the data rather than their quality. Therefore, manual

technique of process discovery is needed in this situation.

4.3.1 Manual discovery approach

This sub chapter provides a manual technique for process discovery in ERP systems.

Porters value chain entails viewing organizational units as systems composed of interre-

lated subsystems or processes that involve consumption and transformation of resources

such as money, work force, materials, infrastructure and management (Dekker 2003).

Therefore, Porters Value Chain concept can help in developing a big but generalized pic-

ture of all the activities that are involved in the creation of finished products and how these

processes are interrelated.

Figure 4.19: The generic value chain. (source: Porter (2001))

The figure 4.19 shows the value chain activities which are divided in two main sets namely
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support and primary activities. It is important to focus on the primary activities because

they describe the main processes.

To have a better overview, some examples of each primary activities in the Porter’s value

chain are described in the table 4.7.

Primary activity name Examples

Inbound Logistics receiving materials, quality control, raw materials
control etc

Operations
manufacturing, packaging, production control,
maintenance etc

Outbound Logistics finishing goods, order handling, dispatch, delivery,
invoicing etc

Marketing and Sales customer management, order taking, promotion,
sales analysis etc

Service warranty, maintenance, education and training etc

Table 4.7: Primary activities in Porter’s Value Chain

In the case of SHD ECORO are undertaken well defined steps with the aim to find some

specific processes of the system. Previously discovered properties and models as well as

Porter’s value chain are the input of the further work.

One important step is the identification of some main processes specific for SHD ECORO

as well as their relation. Selling is one main process which is supported by others, such

as inbound and outbound logistics, to fulfill the whole business process. The first model

provided by the process mining technique will perform as a baseline for other steps. More-

over, the interaction with the system gives also some initial hints on the work flow of the

process. For instance, creating a sale contract in SHD ECORO crosses the main steps

which indicate the activities processed while selling. In this step are extracted some ac-

tivities and their relation is created. The project managers come in help to give the final

touch after listing the main tasks generated from both process mining models and the

manual interaction with SHD ECORO. They are the people who represent the system in

the workshops and know better the functionalists of the system in an upper level.
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4.3.2 Results

Before showing the final model of the selling process in SHD ECORO a description of

every step happening behind the selling process will help in defining the main activities.

Starting with the selling process, which can either initiate with a customer creation/update

or directly with an article input for the contract creation. Both activities are sub processes

which happen one after another and their order is configurable in the system by using a

parameter. If the person is not an existing customer then he/she should be saved as a new

customer. In the case of being a customer, the profile can be updated.

Afterwords is executed the articles input, which is part of a separate sub process and

checks whether they are in stock or not. If it is not the case, then an order with the missing

articles is created and it is sent to the supplier.

There are times when the seller can add a discount to the customer for the required

articles. After this step the order is send to the supplier and then they are expected to be

received in the warehouse. The waiting time is different for diverse suppliers. If the time

is exceeded then an invoice is created where is stated the amount of money depended on

the delayed days that the supplier should pay as a fine. Again the process returns to the

item-receiving activity.

When the items come in the warehouse a tour to deliver them is created only in the

case that there does not already exist one. The sale contract articles are added to a tour to

be then delivered to the final customer.

Activities part of this process as well as their relations will be created based on the above

description. Afterwards, the model will be designed in Camunda Modeler using bpmn

language. In the figure 4.20 is the model which is delivered after the examinations. The

table 4.8 contains a description for each activity part of the process model.

4.4 Usability and conclusions

Business Process Discovery is knows as a discipline of business process management,that

scientifically extracts the implemented business processes and aims to create a AS-IS
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Activity name Description

Create contract
It is a user activity that creates a contract with all
its components; articles, discount, customer etc...

Create Order
It is a service activity that creates an order to the
supplier if the articles are not in stock

Send Order
It is a sending activity that sends a notification of
the order tot he supplier

Receive Item
It is a receiving activity that notifies the arrival of
the items in the warehouse.

Create Invoice for the
supplier

It is a service activity where an invoice is created
to the supplier when it has delayed the order

Tour planning
It is a manual activity where a contract is added to
a tour.

Table 4.8: Activities of the final process

baseline of them (Jadhav 2011, Vercruysse 2018, ?). Manual and automatic techniques

are part of the whole discovery process. The manual technique includes interviews, orga-

nizational structure and generic value chain analysis. Whereas, the automatic technique

uses the ABPD (Automatic Business Process Discovery) tools for discovery of business

processes through databases. Sometimes, same as for SHD ECORO, it is required to use

both techniques due to existing complexity of the system. Process mining is an automatic

approach of learning from the previous behavior which aims to extract aggregate, high-

level information about several aspects of the process from some so-known event-logs.

It can be applicable to all kind of Information Systems during Process Model Discovery,

since the only requirement is that the system should record the actual behavior. The only

and very important assumption of process mining technique is the possibility to gather

a process log with data ordered based on the time that the events take place. Three pre

requirements of the log data are; to present a task which is a well defined step in the pro-

cess, to represent a case which is a process instance and to be totally ordered based on

the time stamp. From the input can be discovered three perspectives of a business orga-

nizational, process and case prospective. (Cook & Wolf 1998, Van der Aalst et al. 2004,

van der Aalst et al. 2007, Mans et al. 2008)However, the focus in this thesis is to discover
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the business processes. The tools that help in process mining are Disco, which comes in

hand generally for data import, data filtering, process statistics, format converting etc and

ProM, which helps in mining the data by using diverse algorithms, analyzing the data etc.

Some important algorithms used for mining are alpha ++, heuristic and inductive algo-

rithm. (Van Dongen et al. 2009, Rozinat et al. 2007) Among them, heuristic and inductive

miner are selected as most effective ones based on three quality criteria; fitness, precision

and generalization. The forth quality criteria is simplicity which indicates the simplicity

of the extracted model. Extended description of pros and cons for each algorithm are pro-

vided in subsection 4.2.2. In process mining approach extracting, analyzing and filtering

the data are crucial steps to deliver an authentic and representative model. The perfor-

mance of this technique is not very effective in the case of SHD ECORO due to following

reasons:

1. Complexity of the nature of the data. The log data do not have specified activity

name. An in depth analyzing process was necessary to restructure the input data

for the mining algorithms.

2. Lack of information. The case id, which in the log data should represent the busi-

ness process, in SHD ECORO is the process id of the operating system. Since a

transaction in SHD ECORO is a specific process happening in the system the solu-

tion for this issue was using the transaction id generated by transaction type which

indicates the beginning and ending of one transaction.

3. Complex output. A big model is provided from the filtered data, which requires fur-

ther interpretations, such as highlighting parts in the model that represent specific

sub-processes and then relate them to each other.

4. Additional techniques needed. The extracted model has as activities the names of

the tables which are changed during the process flow. Further manual approaches

are needed to create a representative final model.

According to Szirbik (2005), the logic embedded in any ERP system can be divided into

two main parts: the business logic and the session logic. The automatic technique which
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is totally based on process mining provides an insight of the session logic of an ERP. It

consist of steps that a user undertakes to complete a process in the system. For example

in the case of SHD ECORO, this logic is hidden behind the saving process of a contract.

Both models extracted from heuristic and inductive miner present the same scenario. They

contain sequences of contract saving process steps in SHD ECORO. However, the manual

technique come in hand to discover the business logic, which is the logic that is executed

automatically in the background in an ERP system. For example, one user is aware of the

task “receive items from the supplier”, but are not explicitly called by the user session.

As a conclusion, the business discovery process for SHD ECORO is implemented as

a join of both automatic and manual techniques. In the manual approach, Porters Value

Chain concept is helpful in developing a big but generalized picture of all the activities

that are involved in the creation of finished products and how these processes are interre-

lated. Models delivered from the automatic technique as well as outer information from

developers and project managers were useful to establish a final representative model.
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Chapter 5

Modeling and executing a Business

Process

Referring to Cardoso et al. (2004), in ERP systems like SHD ECORO apart from con-

figured parameters there is no inherent flexibility of process execution due to being hard

or semi-hard-coded applications. Differently from WfMS the workflow model in ERP

systems is not explicitly specified because it is embedded in the applications and the pa-

rameter tables. Therefore, the recent trend from ERP vendors is to integrate a WfMS into

ERP systems (Cardoso et al. 2004). This chapter provides an introduction to Camunda

as a WfMS as well as its integration to SHD ECORO, where the main decision making

parts of the model (mostly known as gateways) should be implemented in accordance to

the identified business rules.

5.1 Camunda BPM platform and its implementa-

tion

Camunda workflow engine executes most of the symbols defined in the BPMN and it

contains two very useful components such as; Camunda tasklist where the end users can
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organize and work on BPMN user tasks they are supposed to complete and Camunda

cockpit which provides a dashboard of running BPMN process models that allows an

overview of the process instances running in the background (Camunda Documentation

2019). The Camunda Framework is very flexible and can be integrated into various ways

(figure 5.1) such as: embedded, shared and standalone engine. All of them are integrated

by following diverse configuration steps for different scenarios.

The first case is to embed the process engine as an application library in a server appli-

cation (Embedded). If there are several applications on a server that use a process engine,

this must be integrated in every single application and started in the application, if neces-

sary even configured. Therefore it brings extra effort since there are parallel instances that

perform the same tasks. Moreover, it is not applicable in programs written in other pro-

gramming languages rather than Java. This approach has its advantages including, easy

to use Java API, possibilities to write proper unit tests and also integrating transaction

tasks. The deployment path is clear since the engine starts whenever the application is

started. Nevertheless, a high number of deployed versions are generated, which disturb

the visibility of the business tasks background in a given moment in time and the central

monitoring like Camunda cockpit is missing.

The second case is to use the process engine as a container service, which can be

shared by all applications deployed inside the container. This prevents the problem of

additional server load due to instances of the process engine running in parallel created in

the first case, because there is a one to one relation between deployments and applications.

However, there are scenarios that cannot be satisfied using this method and the other

integration method explained in the following paragraph should be used.

The third case is to apply standalone process engine, in which Camunda runs in its

own separate server and communicates via network services with other applications. This

approach is applicable in situations when multiple applications run on different servers

but in the same network and should use a (same) process engine. Furthermore, it allows

Camunda to interact with non java applications. Nevertheless, the provided web services

like REST API (Representational State Transfer Application Programming Interface) do
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not complete the full functionality of the JAVA API in Camunda.

The third approach is used in the case of SHD ECORO because of the following rea-

sons:

1. According to Szirbik (2005), embedded engine have usually only peripheral role

(mainly in document flows) and they have no operational link with the main busi-

ness processes supported by the core of the ERP system. Therefore, this approach

is excluded because it is not the desired scenario for SHD ECORO, where there

should be also a control of the workflow.

2. The process logic in the code of SHD ECORO is hardwired to other legacy ap-

plications. Thus, in this situation a WfWS should be as a “middleware” platform

serving to integrate diverse applications maybe running in various servers, mean-

ing that the lifecycle of the engine should depend neither on the applications nor

on the server lifecycle.

3. Camunda standalone provides a fairly good separation of complexity so that every-

thing is not an over-complex information mess.

In a WfMS, the idea is to first be able to model processes by using visual tools such as

Camunda Modeler. The next section deals with it.

5.2 Process modeling in compliance to business rules

As also mentioned in the beginning of this thesis, designing is fundamental and crucial

step of BPM lifecycle. Until this chapter, every undertaken approach has contributed

to finalize the design of a process model for SHD ECORO. The whole phase includes

business rule and business process discovery and their integration together. Afterwards

the flow logic found in SHD ECORO system is being separated out and captured in the

WfMS process model. Hence, the aim in this section is to model the process based on the

information generated from the automated techniques which have shown the inner process

running in SHD ECORO and the manual technique in which are specified the steps of a
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Figure 5.1: Camunda BPM Platform architecture. (source: Camunda Documen-
tation (2019) )

sales process from an upper layer. Some conclusions can be drawn by comparing the

generated models, one shown in the figure 4.20 and the other depicted in figures 4.18 and

4.17:

1. The smallest instance indicator, which is the unique business key that references

a single instance, is in this case the position of either a contract or an order. It
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represents the articles part of the contract/order that is being proceeded. Hence,

one process instance will have a business key equal to the position id either of a

contract or an order depending on the initial starting task.

2. Some activities like adding a discount or an address to the contract are executed

whenever the button of saving a contract is pressed since SHD ECORO is page

oriented not field oriented meaning that it deals with the data in a session only after

the user submits the data (Szirbik 2005). Therefore, the task of saving a contract is

a black box task that is invoked when the button save is clicked.

Accordingly, the extracted process workflow is displayed in the figure 5.4. Addition-

ally to business process tasks also the business rules can be implemented in business rule

tasks which help in the configuration of the exclusive gateways. A simple example will

be presented in the process of SHD ECORO as displayed in the figure 5.3, where the

status of a contract retrieved from the system decides whether it has articles that are not

in stock and should be ordered or not. In SHD ECORO the status of a contract position

can have the value “B” (Bestellung) which indicates an unavailable article that should be

ordered, or it can have the value “L” (Lager), which tells that an article is available in the

warehouse. One of the implementation methods of a business rule task is using a DMN

(Decision Model and Notation) tables, which make decisions based on their data entries

specified as input and output same as depicted in the figure 5.2.

Figure 5.2: DMN Table in Camunda
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Figure 5.3: Business Rule Task integration in the Process Model

5.3 Execution of the process and test of the integra-

tion

The WfMS interacts with the ERP through web services. The process engine is used as

a standalone one, which communicates with SHD ECORO via REST API. SHD ECORO

generates messages/signals at various times, and Camunda listens for them and executes

processes based on those messages/signals or are activated manually by users in SHD

ECORO. The process workflow will be shown afterwards in Camunda cockpit. The way

of how the existing tasks are generated in Camunda is explained in the table 5.1.

The next step is to find the right places in SHD ECORO source code from where to sent

requests via REST services. In this case the help of the developers of SHD ECORO

is required. After implementing the required code in SHD ECORO, the process can be

started whenever a contract or an order is created in the system. To test the integration,

two process instances are generated by; first creating a contract which has one article

not available in the warehouse, secondly creating a separated order that has one article.

After this execution both instance processes will be waiting for the orders to be sent to
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Activity name Description

A contract with or with-
out order is saved

It is a message which states that a contract position
(being or not being available in the warehouse) is
saved by the seller. This message starts the process
workflow.

An order without a con-
tract is saved

It is a message which states that an order position
(not having a contract position attached) is saved
by the seller. This message starts a process in-
stance.

The order position is sent

It is a message which notifies that an order posi-
tion is printed, that means sent to the supplier.It is
correlated by the business key which is either the
contract position id or the order position id, de-
pending on the starting instance conditions.

The order position is re-
ceived

It is a message which informs that an order po-
sition is received and available in the warehouse.
Same as the previous task it is correlated by the
business key of the process instance.

The tour is created
It is a message generated every time the seller cre-
ates a tour for a contract position.

Table 5.1: Activities of the final process

the supplier as also shown in Camunda cockpit in figure 5.5. It might happen that in

another moment in time the order arrives in the warehouse. This activity is generated by

the message “The order position is received”. The new view of the process workflow is

presented in the figure 5.6.

Diverse process variables can be attached to every instance, providing more information

about it as well as a better overview of the activities standing by. For example, when

a contract position is created variables such as the contract number, the customer name

can be added. Whereas when an order position is created the information about the order

number and the supplier can be set to the message.

Moreover, in the WfMS can be implemented a java application which executes diverse

service tasks in the process with the aim of providing a higher-level view of what is going

on. A simple example in the case of SHD ECORO could be to add a service task after
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receiving the items, which performs statistical calculations about the suppliers. More

specifically, the days required to complete the delivery of the items will be saved for each

supplier. The data can be used to answer some performance questions about the suppliers

that directly influence the process execution such as:

1. What is the average number of days needed to receive the items from a given sup-

plier.

2. Which are the most/less reliable suppliers, the ones that do not have delays in their

deliveries?

Some benefits expected from the implementation of Camunda for SHD ECORO are;

flexibility in monitoring business process instances timing and state and tight control

around compliance by having a better view into gateways configurations.

5.4 Usability and Conclusions

The Camunda Framework is very flexible and can be integrated into various ways such

as: embedded in which the engine is added as a jar (Java ARchive) file, shared, where the

engine and the application stand in the same container and standalone engine, in which

the engine runs in its own remote server and communicates with the application via REST

services. Even though, the best supported method of Camunda engine is the shared one,

there are cases when it cannot be used such as situations when the programming language

of the software is not java. But, for SHD ECORO it is used the standalone Camunda due

to possibility to have more than one application integration, more than just a workflow

documentation and a fairly good separation of complexity.

The implemented WfMS in this case is a continues communication between Camunda and

SHD ECORO with the aim to display the running process instances and their conditions,

which in ECORO are configured using system parameters. When Camunda as a WfMS

interacts with SHD ECORO as an ERP system, the system is the source of record/data,

and the WfMs is the source of the steps that are followed.



CHAPTER 5. MODELING AND EXECUTING A BUSINESS PROCESS 95

In the WfMS can be implemented also a Java application that can execute diverse service

tasks which help in generating reports used to analyze the process by providing a higher

view level.
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Chapter 6

Conclusion

This chapter provides an outline of the way the research goals are recognized and accom-

plished. Since every chapter of this thesis contains a section of conclusions, here they

are summarized and explained in short terms. Lastly, this chapter presents possible future

directions of the research.

6.1 Summary

This thesis starts with a presentation with SHD ECORO and how it is related to workflow

control and compliance issues. Afterwards it lays the basic concepts of Business Process

Management, its integration advantages, what requirements should a WfMS fulfill and

which are the most used alternatives of them in the market. After a small analyse based

on users comments, Camunda is selected for the following work in this research.

Since business rules are an integral part of a software modernization project, the per-

formance of extraction approaches of finding encoded rules in SHD ECORO source code

are presented in a separated chapter of this thesis. Three methods were used to achieve

this goal and several limitations were encountered.

The first method is called JBreX. It is a tool that deals with java applications by clas-

sifying some pre selected domain variables, identifying chunks of code related to them
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and then presenting the results as text and graph format. Problems raised in this case are

linked to the large number of variables that should be selected, the enormous number of

lines of the code which directly affects the performance of the tool. This approach does

not provide results for SHD ECORO and all similarly big softwares.

The second approach is based on parsing the source code to find if statements in the

business logic layer. It focuses on the conditional shape of rules in general and the fact

that business rules are not encoded either in UI (User Interface) logic or database access.

The results in this approach are not satisfying because of the huge amount of retrieved

data, poor representation of the variables present in the code and the fact that a large part

of the SHD ECORO business logic is written as SQL statements. The manual work to

identify if statements that represent a real business rule makes the overall results of this

method questionable.

The third method focuses on parsing the source code to find if statements in the data

access layer. Same as the previous approach it is based on the conditional form of the

rules. But it considers also database access parts because most SHD ECORO business

logic is written as SQL statements. Different from previous methods, the results here

are generally better. However there are found more structural than behavioral rules. The

problem is that not all structural rules can be considered as business rules. Therefore it is

needed a manual check of the results which is difficult due to poor representation of the

variables as well as large amount of if statements.

Apart from business rules, business processes are a fundamental part of a WfMS

(Georgakopoulos et al. 1995, Szirbik 2005). Therefore a whole chapter of this thesis is

dedicated in discovering processes embedded in an ERP system. Manual as well as auto-

mated techniques are used to generate a representative process model from SHD ECORO.

Firstly the log data are used as an input of process mining algorithms. It is concluded that

heuristic and inductive miner perform better in terms of fitness, precision and generaliza-

tion. The problem faced during analyzing log data is that the process id represents the

operation system process and not the business process. Hence the beginning and ending

of a database transaction is used to attach unique identifiers for a transaction. The results
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display a transnational process in SHD ECORO, where the name of tables changing dur-

ing the process represent the tasks part of the workflow. The manual technique based on

Porterś value chain creates a better representation of the selling process which is taken as

an example in this thesis. Finally, models delivered from the automatic technique as well

as outer information from developers and project managers were useful to establish a final

representative model.

Last step of the research consists on integrating a WFMS based on the elements found

in the previous work. It helps in controlling the workflow and insuring the compliance of

the process with the business rules. The implemented WfMS in this case is a continues

communication between Camunda and SHD ECORO with the aim to display the run-

ning process instances and their conditions, which in SHD ECORO are configured using

system parameters. When Camunda as a WfMS interacts with SHD ECORO as an ERP

system, the system is the source of record/data, and the WfMs is the source of the steps

that are followed.

As a conclusion, the compliance analysis can be done upon an ERP system by inte-

grating a WfMS system with it, but the undertaken steps to achieve it require loads of

work and analysis which increase with the growth of system size.

6.2 Future Work

One of the possible directions of future work is closely related to the rule extraction ap-

proaches. It would be interesting to investigate the results of the methods proposed in this

research by:

1. Including other similarity measures rather than string based ones to compare the

domain variables with the condition in the if statement. According to Vijaymeena

& Kavitha (2016), words are similar in two possible ways; lexically and seman-

tically. In this thesis the approaches check only whether the if-condition and the

domain variable are lecixally similar. But, considering the fact that the variables

are not very representative this method provides questionable results. Thereby,
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corpus-based and knowledge-based algorithms should be used to discover the se-

mantic similarity.

2. Clustering the results by using clustering algorithms based on the similarity mea-

sures (Lin et al. 2014), for example string-based. It would strongly help in narrow-

ing the manual work done during processing of the final data.

Another direction is specifically related to SHD ECORO and its WfMS integration. In

this thesis Camunda is integrated as a standalone engine that just listens to the ERP system

and shows the workflow. But it is possible to generate some tasks by calling SHD ECORO

from Camunda. For instance, the task “The order position is sent” can be implemented as

an external activity in the model that is executed automatically by some job generator in

SHD ECORO. This approach provides automated workflow controlled by Camunda.



Appendix A

Pseudo code of the implementation

in SHD ECORO

Figure A.1: Activation of a starting event generated from contract creation.
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Figure A.2: Activation of a starting event generated from order creation.

Figure A.3: Execution of a task that indicates that the order is sent to the supplier.
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