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Abstract

The status of Business Process Management (BPM) recommender systems is
not quite clear as research states. The use of recommenders familiarized itself
with the world during the rise of technological evolution in the past decade.
Ever since then, several BPM recommender systems came about. However,
not a lot of research is conducted in this field. It is not well known to what
broad are the technologies used and how are they used. Moreover, this master’s
thesis aims at surveying the BPM recommender systems existing. Building on
this, the recommendations come in different shapes. They can be position-
based where an element is to be placed at an element’s front, back or to
auto-complete a missing link. On the other hand, Recommendations can be
textual, to fill the labels of the elements.

Furthermore, the literature review for BPM recommender systems took place
under the guides of a literature review framework. The framework suggests 5
stages of consecutive stages for this sake. The first stage is defining a scope
for the research. Secondly, conceptualizing the topic by choosing key terms
for literature research. After that in the third stage, comes the research stage.
As for the fourth stage, it suggests choosing analysis features over which the
literature is to be synthesized and compared. Finally, it recommends defin-
ing the research agenda to describe the reason for the literature review. By
invoking the mentioned methodology, this master’s thesis surveyed 18 BPM
recommender systems. It was found as a result of the survey that there are
not many different technologies for implementing the recommenders. It was
also found that the majority of the recommenders suggest nodes that are yet
to come in the model, which is called forward recommending. Also, one of
the results of the survey indicated the scarce use of textual recommendations
to BPM labels. Finally, 18 recommenders are considered less than excepted
for a developing field therefore as a result, the survey found a shortage in the
number of BPM recommender systems. The results indicate several shortages
in several aspects in the field of BPM recommender systems. On this basis,

this master’s thesis recommends the future work on it the results.
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1 Introduction and background

Business Process Management (BPM) is the discipline of handling organizational processes
for the sole purpose of analyzing, designing, implementing and continuous improvement.
In details, this definition evolved over the years ever since a spark back in the eighties lead
to focus on the enhancement of the already existing business processes. Approaches like
Total Quality Management (TQM) and processes improvement provided industries with
more cost efficient, quality processes. Consequently, boosting the levels of revenue and
customer satisfaction. A decade later, researchers started to shift focus onto Processes Re-
engineering, given the fast growth of information technology and its potentials. Moreover,
the research then took a deep look into the existing processes and searched for new ways
to fundamentally redesign them to match the innovative changes in the field and the
organizational goals. Nowadays, contemporary Business Process Management (BPM) sits
on combining both approaches where in turns both processes effectiveness and efficiency

are important vom Brocke & Rosemann (2014)).

This development brought about further developments in other areas in our daily lives.
The improvement of information technology (IT) brought about various functionalities
to facilitate, utilize efforts by automating, simplify functionalities that in the old days
required longer time and more effort. The solutions creators started to utilize this de-
velopment resulting in applications like computer programs for companies, universities,
schools and even personal use. Following the computer development wave, another wave
hit a decade ago with the wide spread of smartphones and internet. Software technologies
giants began to take an approach to their development that set an importance for the pro-
gram’s user usability of their programs that equals if not exceeds the actual functionality
of the application. Therefore, the solutions became equipped with user specific behav-
ior, where the application shows the user the information that matter to them. Another
strong functionality that is newly introduced in our daily world is recommender systems.
In details, the recommender systems suggest to the user information that fits their behav-
ior /need. Moreover, examples to that can be found in the recommended videos to watch
on YouTube, the search suggestions in Google or suggested friends to add on Facebook.
On a similar note, recommender systems can be found in other less mainstream areas.
An example to that is industry/ enterprise related areas in general and Business Process
Management in particular. Further on, the topic of combining Business Process Manage-
ment (BPM) with recommender systems is a fresh topic, yet a rich one. The following
subsection introduces the use of recommender systems in Business Process Management
(BPM). On one side, it elaborates the need for recommender systems. On the other side,
it lists the ways a recommender system can be applied in Business Process Management
BPM.vom Brocke & Rosemann| (2014)
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1.1 Business Process Management recommender systems

BPM is modeled with different languages. Most popularly are Business Process Model and
Notation (BPMN) and Event-driven Process Chain (EPC) each of both suitable for certain
business use. In details, EPC is convenient for high-level business processes description.
Therefore, it captures model outcomes, risks, and issues. On the other hand, BPMN
is more low level, consequently dealing with the processes themselves and engineering
them to find a solution to business process problems. Although both notations differ in
usage-purpose, however, they both share one major concept in common. Both notations

are graphically represented relations of concepts. The figures [1.1] and show a simple

example of EPC and BPMN.

Figure 1.1: Example of EPC models
Source: https://circle.visual-paradigm.com/simple-template/
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Simple BPMN Process Map

QO start Marker Finish
D Task o Intermediate Event

O% Acquire —> Prepare HO% Eat —>

Hunger Groceries Meal Meal Meal Hunger
Noticed Prepared Satisfied

Figure 1.2: Example of BPMN models
Source: https://www.process.st/bpmn-tutorial/

1.2 Background

1.2.1 Why recommender systems are used in Business Process Management
(BPM)

The nature of the visual presentation of Business Process (BP) models brought about
several drawbacks that pushed the researchers to investigate support solutions to over-
come them, support that came in the form of recommender systems. The following points
describe how using recommender systems is beneficial in Business Process Management
(BPM): Time and effort: modeling complex Business Process (BP) models can be time
and effort consuming operation, especially for novice users who are not used to the syntax
and recurring modeling problems. Using a recommender system reduces time and effort
required for modeling. Error-prone model: combining graphical representations with com-
plex business problems may introduce errors that the user’s eyes can look over. Having a
recommender system in most cases checks and validates the models under construction.

Consequently, eliminating model bugs.

1. The Optimum model: a Business Process (BP) can be modeled in several ways, but
not all of them represent the optimal ones. The model’s quality depends on the
users that create it. Experienced users develop more optimal, strong and adequate
models. However, novice users’ model can be less optimized and more error-prone.
Moreover, recommender systems in most cases output the most fitting action for the
process being modeled. Thus, using a recommender system helps novice users in the

modeling process.

2. Time and effort: modeling complex Business Process (BP) models can be time and
effort consuming operation, especially for novice users who are not used to the syntax
and recurring modeling problems. Using a recommender system reduces time and

effort required for modeling.

3. Error-prone model: combining graphical representations with complex business prob-
lems may introduce errors that the user’s eyes can look over. Having a recommender
system in most cases checks and validates the models under construction. Conse-

quently, eliminating model bugs.
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1.2.2 How recommender systems are used in Business Process Management
(BPM)

So far, this paper discussed recommender systems and how they are beneficial for Business
Process (BP) modeling. However, it’s still not very clear how these recommendations
look like. In details, recommendations for Business Process (BP) models are split into
two main categories Textual and Overall recommendations. 1) Textual recommendations
represent naming suggestions to elements like activities, events, gateways or even a whole
model. The naming suggestion can be inserted in new elements or rewritten in already
existing ones. These recommendations are not entirely popular but they exist. As for the
2) Overall recommendations, they cover a broader share of the existing recommenders.
Overall recommendations are presented in relation to the structure of the recommenders

like adding and subtracting elements from the Business Process Models.

Furthermore, the study in Kluza et al.| (2013) suggests a classification schema to the recom-
mendations where recommendations are classified in details into two types: Subject-based
and Position-based recommendations. Subject-based recommendations are concerned with
the element itself while Position-based recommendations focus on the place where the sug-
gestion is needed. Moreover, both of them are divided into more types of recommendations.

Figure summarises the different recommendations types.

1. Subject-based classification: In Subject-based classification, the focus is driven to-
wards the element. This leads the recommendation to be element based instead of
where it is in the model. The recommendations like Attachment, Structural and

Textual recommendations fall under this classification umbrella.

a) Attachment recommendations: these recommendations suggest to users how
to connect (attach) external entities to the element in hand. Moreover, these
external entities can be in the shape of Decision Tables, Links, Service Tasks,

and Sub-processes.

i. Decision Tables: A Recommendation, in this case, is to connect the ele-

ment, which is usually a gate to a decision table describing conditions.

ii. Links: As for this case, recommendations suggest connecting to an inter-

mediate Link Event.
iii. Service Tasks: Service Tasks are recommended to the element in this case.

iv. Sub-processes: In this case, sub-processes are recommended to be con-

nected to the element in hand. This element is an activity.

b) Structural recommendation: Structural recommendations tackle the element
being suggested. Structurally speaking, a suggested element can either be Single

Element or Structure of Elements.
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i. Single Element: In this scenario, a single element is suggested to the user.
In details, this element can be an activity, a gate, a swim-lane, an artifact,

a data object or an event.

ii. Structure of Elements: As for this case, the user receives a whole connected
structure of elements as suggested. A structure containing two or more

connected elements.

c) Textual recommendations: Textual recommendations directly relate to a text-
suggestion that the user receives for a certain element or ,in some cases, for the

whole Business Process (BP) model.

i. Name of an Element: Includes textual recommendations for an element

(activity, swim-lane or event).

A. Name completion: In name completion, the recommendation completes
an existing element’s label. For example, if an element’s label is “Re-
ceive Data”, a name completion textual recommendation can be as

“Receive Data from Customer”.

B. Full name suggestion: Full name suggestion on the other hand, recom-

mends to the user a full element’s label to overwrite.

ii. Guard Condition: Guard Condition suggestions are concerned with textual
suggestions to gateways. Due to the importance of gateways in being a
connection hub with different parts of the model, their labels need to make
acquire proper meaning. Therefore, the guard condition suggestions need
to go through a semantic analysis to better match the Business Process
(BP) model.

2. Position-based classification: As for the second type of recommendations, Position-
based classified recommendation deals with where the suggested element is to be

positioned in the Business Process (BP) model.

a) Forward completion: Forward completion suggests to the user a new element
to be placed in the proceeding part of where the suggestion is requested in the

BP model. Figure |1.3| gives an example of Forward completion.

b) Backward completion: Opposite to Forward completion, Backward completion
suggests to the users a new element in a succeeding position to where the

recommendation is requested. An example for Backward Completion is figure

L4

c) Auto-completion: As for the last type of Position-based classified recommen-
dation, Auto-completion suggests elements to auto-complete a Forward and a
Backward BP parts. Figure explains Auto-completion.



1.2 Background

[
4-Iji—bx —»  Taska —— X
i &

s

Tack 2
[Bufocamplete Horward
e
4.,{ = ) Task3
H -4
——  Task4 —» Task3

Figure 1.3: Forward completion
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1.2.3 The need for a Business Process Management recommender systems
survey

Building on what was previously explained, there are several tools and publications that
have been developed in the market to support Business Process Management (BPM).
This support, presented in BPM recommender systems, is implemented with different
methodologies. Technologies like machine learning, graph mining and semantic context
reasoning are examples of implementation methodologies to existing BPM recommenders.

The recommendation process mainly consists of three main elements:

1. Reference Model: it is a BPM model in which the recommendation request takes

place.

2. Models Database: In order to give a recommendation, a database containing exam-
ples of other Business Process (BP) models needs to exists or in some other cases,
event logs of past processes usages are utilized. Moreover, these models cover differ-

ent aspects of life like industry, health, insurance, etc.

3. Matching Mechanism: The Reference Model is matched to a corresponding model
inside the Models Database. The Matching Mechanism differs between a model and
the other. Some are with machine learning, others are with graph mining or semantic
context reasoning. After the matching, the corresponding recommendation is given

to the user, depending on the recommender itself.

The matching mechanisms are mainly what differs between BPM recommender systems

in addition to the types of recommendations, explained in the previous sub-section.

Although there are rather vast differences between the BPM recommender systems, but it
is not clear to what extent they are. Not all technologies in which the BPM recommenders
are built with are listed to be compared. Thus, this is what this master’s thesis sets
to perform. It collects all the existing BPM recommender systems and compares them
according to specified schematic methodology. This comparison derives a clear picture of
all the BPM recommender systems out there which in terms is beneficial for a different

reason. These reasons are as follows:

1. The types of different recommendations given for each recommender are known.
This is informative for selecting a recommender system fitting a certain Business
Process (BP) need.

2. Gathering up all the recommender systems and their implementation technologies
creates clusters of recommenders where each group of similar recommenders resides
together. This helps in detecting developments patterns, in addition to further

comparisons on each cluster.

3. The comparison results show what technologies are in fact not used or lacking in the

market.
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4. This built up cumulative information opens the doors for creating more advanced
BPM recommender systems either by combining existing technologies together or

using technologies not used yet.

Finally, this thesis consists of 5 chapters. Chapter 1) introduces the topic of BPM rec-
ommender systems, the types of recommendations and the need for a BPM recommender
systems survey. As for chapter 2), it elaborates the methodology implemented. In details,
it describes the BPM recommender systems research process, in addition to the analysis
comparison schema which the different BPM recommenders are compared with. Chapter
3) delves deep into the comparison between each recommender by giving a summary of
the recommenders and comparing them with each other in analysis comparison tables.
Moreover, chapter 4) discusses the BPM recommender systems comparison results. It
suggests further development approaches as well. Finally, chapter 5) concludes the overall

presented information and summarizes it.
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2 Methodology

The topic of BPM recommender systems is rather specific. It is concentrated in cer-
tain fields and themes. Abstractly speaking, investigating this field requires good quality
knowledge about the existing technologies. And this, in turn, indicates a need for a liter-
ature review process with clear structured guided points to maintain strong informative
literature review quality. The literature review quality sets the effectiveness of the research
process, and consequently, the status of the BPM recommender system publications re-

viewed.

Furthermore, this chapter presents the research process that took place for this thesis.
It explains thoroughly how the BPM recommender systems publications were researched,
filtered, reviewed and compared to one another. In addition, this chapter presents the

features in which the BPM recommender systems are to be compared with.

2.1 Literature review framework

The information about BPM ,in general, and BPM recommender systems ,in particular,
all lay under the topic of Information Systems (IS). Information Systems (IS) exist in
different publications coming from different sources like articles, databases and, journals.
However, they are focused in certain aspects. Therefore it was suggested to use a themed
literature review framework to handle this type of information. The framework groups the

scattered information together and gives a precise and more topic-specific utilized result.

The authors vom Brocke et al vom Brocke et al.| (2009) propose a framework for conducting
literature review. The proposed framework focuses on the searching process of literature,
thus establishing good grounds for solid information quality. Moreover, it consists of
5 sequential stages as shown in the following figure. The stages are: 1) definition of
review scope, 2) conceptualization of topic, 3) literature research, 4) literature analysis
and synthesis and finally 5) research agenda. This framework was implemented to conduct
the literature review for this thesis. The following sub-section delves deep into the stages

of the framework.

As mentioned earlier, the framework provides structural instructions to produce high
quality literature through. It carries out this task through a sequence of 5 stages. For
the sake of this master’s thesis, most of the stages were implemented as is. However, few
were slightly altered and extended to better fit the theme and topic of BPM recommender
systems and its literature. Figure presents an overview of the framework’s stages.
Moreover, this section explains each stage as proposed by vom Brocke et al vom Brocke
et al.[ (2009). Simultaneously providing the extension selected for this thesis and how each

stage is implemented for BPM recommender systems.



2.1 Literature review framework

12

(1)
definition
of review

scope

V)

research
agenda

(1)
conceptua-
lisation of

topic

(i
literature
search

(Iv)
literature
analysis and
synthesis

Figure 2.1: Framework for literature review
Source: vom Brocke et al. 2009

2.1.1 Definition of scope

The scope confines the literature research to defined borders. Which in turn, paints a
clear picture of the literature. Furthermore, the scope defines why the research is done,
what exactly the research conducted is in addition to other information. The framework
proposes 6 characteristics to be set to define the scope of the literature research. The
characteristics are as follows: 1) research outcomes, 2) goal, 3) organization, 4) perspective,
5) audience and 6) coverage. Furthermore, the values to the characteristics are classified
into categories, each characteristic containing a group of categories to fit its values. Table
shows the characteristics-categories relationship. It elaborates each characteristic and
its corresponding categories. The categories with different background represent the value

implemented in this thesis. Moreover, the characteristics are in details as follows:

1. Focus- is where the research concentrates. It has a value of 4 categories:

a) Research outcomes- focuses on the result of a research
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b) Research methods- searches for the way a certain publication is implemented.
c¢) Theories- investigates general theories.

d) Applications- searches for the applications, in general, explained in the research

publications.

The research for BPM recommender systems and comparing them requires a focus

on the “Applications” for each system. Therefore, it was chosen for this purpose.

2. Goal- elaborates the aim of the research. The goal of the literature is between the

following 3 categories:

a) Integration- represents the aim of the literature research where different litera-

ture is to be group with one another and integrated.

b) Criticize- is the aim to conduct literature research to criticize the existing pub-

lications.

¢) Summarizing- the aim of some literature research is to summarise the publica-

tions.

Moreover, comparing BPM recommender systems to one another confluences with

the aim of “Summarizing” literature to be compared.

3. Organization- indicates the way of the literature review is viewed. Organization

consists of 3 categories:

a) Historical- implies the organization of literature review according to the publi-

cations timeline.

b) Conceptual- on the other hand, relates to organizing the literature review

against the concepts being discussed.

¢) Methodological- is concerned with organizing research according to the methods

each publication presents.

Furthermore, “Methodological” organization was chosen to define BPM recommender
systems literature research. The methods a BPM recommender system is imple-

mented is explained directly using methodologically organized literature review.

4. Perspective- is the representation of the literature review. It indicates the author’s
stand from the publications. Moreover, the perspective in the scope definition is

divided into two categories:

a) Neutral representation- where the author represent the information in the lit-
erature review in a neutral stand. Here the author merely represents the data

as they are without a stating a position concerning it.

b) Espousal of position- on the other hand, represents having a position concerning

a matter and reflecting it on the literature review.
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In comparing BPM recommender systems literature review, there is no need to take a
position concerning the matter. On the contrary, reviewing the difference requires a
neutral stand. There “Neutral representation” was selected for this thesis’s literature

review.

5. Audience- sets the type of receivers that the literature review is directed to. This ex-
clusively impacts the writing style of the author. Nevertheless, there are 4 categories

for the audience:

a) Specialized scholars- are specialized audience directly concerned in the literature
review with the matter. Much often, the topics presented to this audience, in

this case, are specific and close to their field of knowledge.

b) General Scholars- contractually are concerned with broader more general mat-

ters.

c¢) Practitioners /Politicians- indicate the audience of politicians or practitioners

who require practical publications in their field.

d) General public- are the average people who range from young students to old
adults.

The topic of BPM in general and BPM recommender systems, in particular, is very
specific. Therefore, “Specialized scholars” were selected as the target audience of

this master’s thesis,

6. Coverage- represents the degree of sources coverage in the literature review. In
other words, it indicates to what extent are the publications in a certain matter are

covered. The coverage characteristic consists of 4 main categories:

a) Exhaustive- research includes the entire literature in a topic or the majority in
it.

b) Exhaustive and selective- research considers exhaustively all the literature on

the topic but represents a selected portion of it.

¢) Representative- research on the other hand, namely includes samples to con-
siders and review. The sample, in this case, is considered a representation of

the whole literature.

d) Central/ Pivotal- research considers reviewing only the pivotal literature for

the topic.

“Central/ Pivotal” coverage was considered for BPM recommender systems due to
how specific the topic is. Both topics BPM and recommender systems are considered
rather general topics in the field. However, combining them results in a very specific

topic.
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Characteristic Categories

1 Focus Research outcomes | Research Theories Applica-
methods tions

2 Goal Integration Criticism Summarising

3 | Organization Historical Conceptual Methodological

4 | Perspective Neutral representation Espousal of position

5 Audience Specialized scholars | General Practi- General
scholars tioners/ public

Politicians

6 Coverage Exhaustive Exhaus- Representa- | Central/
tive and | tive Pivotal
selective

Table 2.1: Scope definition table

To summarize the scope defined for this thesis, the literature review focuses on BPM rec-
ommender system “Applications” with the goal of “Summarizing” the gathered literature.
Moreover, it organizes the literature “Methodologically”, describing it in a “Neutral rep-
resentation” for “Specialized scholars”. Finally, only “Central/ Pivotal” publications are

selected for the review.

2.1.2 Conceptualization of topic

In the next phase, a broad conception of the topic and information concerning it is needed.
The broad conception of the topic results in a good understanding of the topic including
its fields of application, methodologies, and key terms. Moreover, the key terms in addi-
tion to the other inquired information are used in the coming phase, the research phase.
The proposed framework suggests exploring publications which contain a summary or an
overview of the topic. The broad conception these publications present provides the lit-
erature research strong, topic related key terms. In addition, the frameworks recommend
broadening the key terms with the use of relevant key terms, synonyms, and homonyms.
During the conceptualizing of BPM recommender systems, the key terms had to be precise
and effective due to the “Central/ Pivotal” coverage of the literature review. Therefore,
a paper presents an overview of BPM recommender systems was read through [2] and
key terms were extracted. The term “BPM recommender systems” was a strong key term
that was extracted. Furthermore, with the use of linguistic and topic related terms, an
additional key term was extracted “Recommendation based bpm”. The key terms updated
if new ones are found. For BPM recommenders, further key terms were discovered in the

coming phase during research. This is explained in the next point.
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2.1.3 Literature research

Literature research is the pivotal phase during literature review. It collects the information
to be discussed. In general, strong literature research ensures good quality literature.
Abstractly, the research process begins with key terms research, extracted in the latter
phase. The result of the search is presented to forward and backward search. In details,
the process of backward search is concerned with the literature cited within a certain
publication. More often known as the publication’s references. On the other hand, a
forward search for publication “A” is concerned with reviewing the publications that cite
it. Moreover, these two functionalities result in a large pile of literature. Some of the
literature is very relevant, while others are not. Some are weaker in quality, in comparison
to the others. Therefore, ongoing quality evaluation is required. The evaluation limits the
literature collected, from key terms, forward and backward search, to only the publications

that are directly related to the topic.

For BPM recommender systems, the research process started with gathering up literature
by the key terms “BPM recommender systems” and “Recommendation related BPM”
search. The result was 8 publications ranging in quality and relevance to the topic. After
that, a forward and backward search was executed on the 8 publications resulting in many
publications. However, going through the found publication titles introduced new topic
related terms and concepts. Therefore, the key terms were updated introducing key terms
like “Semantic-based BPM”, “BPM model recommendation”, “Textual recommendations
in BPM”, “Machine learning based recommender bpm” and “BPMN auto-completion”.
The final result compromised of the latter forward and backward research and the key
terms search of the newly introduced key terms. The publications mounted to 240 pub-
lication. Reflecting on the scope of this thesis. The “Central/ Pivotal” coverage requires
topic specific literature. Therefore, the 240 publications required a thorough evaluation
to ensure that the remaining ones of them are directly concerned with BPM recommender
systems. Furthermore, the evaluation process implemented consisted of 3 main sequential

tasks:

1. Title analysis: it implies analysing the publication’s title for BPM recommender
system related keywords. The titles holding BPM in addition to recommendations

and their methodology are most fit in the valuation.

2. Keywords search: during this task, the publication is searched for related keywords.
Moreover, the keywords are not the key terms that were extracted in the latter section
but they are directly concerned with BPM recommender systems. Example to them

is “BPM”, “Business Process Management”, “Recommendations” and “Suggestions”.

3. Abstract and implementation review: after analysing the title and looking for key-
words, the abstract of the publication is read and analysed. If it contains an in-
dication that it is concerned with BPM recommendations or assistance, then the
implementation section is reviewed to confirm if the publication presents a BPM

recommender system.
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Filtering the publications through these tasks resulted in 18 publications that were chosen

to be the main literature for BPM recommender systems.

2.1.4 Literature analysis and synthesis

After looking thoroughly through the literature databases, with the literature review scope
and key terms in perspective, the collected literature moves to the main phase “Literature
analysis and synthesis” during which the collected publications are reviewed in details.
Moreover, this literature review framework suggests setting units of analysis on which each
publication is to be reviewed upon. In other words, the publications will be synthesised
and compared to one another according to comparison analysis features. After setting the
features, it suggests building a comparison matrix where all the literature publications
are listed and their corresponding feature analysis are checked. Table describes the
comparison tables called the concept matrix. On the left, reside the publications while
on the right, the analysis features stand. The features close to each other are grouped by

concepts. If a publication fits a certain feature, then the corresponding field is marked.

Publication Concept

A B
Analysis feature C/D|/E|F|G|H
Publication 1 X
Publication 2 X X
Publication 3 X X

Table 2.2: Concepts matrix example

For this literature review, the features were set according to the common knowledge about
technologies implemented in recommender systems and BPM. In addition, during the
phase of “Literature research”, skimming through the found literature introduced other
common features which were not intuitive to include from start. Therefore, all the gathered
features were grouped and set to be used in the comparison analysis. The following sub-

chapter “Comparison analysis features” lists the features selected in details.

2.1.5 Research agenda

Lastly, the research agenda distinguishes what the author is pursuing to achieve with the
literature review. It achieves that by comparing the recommenders to one another on
the basis of features. For example, a feature like the method that the recommender is
implemented with, or the type of recommendation it provides are a strong output of the
analysis comparison. Moreover, This analysis brings about an informative overview of the

technologies in BPM recommenders. Moreover, the conception matrix provided analysis
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features where little work, or at few no work, is done. Thus, exposing the methodolo-
gies where BPM recommender systems have a shortage. Therefore, the agenda in this
master’s thesis aimed at providing the field of BPM recommender systems’ future work
a broad overview of the technologies existing, what they conform of and where they have

shortages.

2.2 Comparison analysis features

The last section introduced thoroughly the framework that this thesis has implemented for
performing the literature review for BPM recommender systems. It described the review
as a descriptive comparison process where BPM recommender system publications are
compared to each other according to certain features. This section delves deep into these

features. It lists them, groups them, and introduces a description explaining them.

In this master’s thesis, the following comparison analysis features were set according to
knowledge about recommender systems acquired through common knowledge and during
the phase of “Literature research“ that was performed. Skimming through the BPM
recommender systems publications introduced a wider list of features. Moreover, the

comparison analysis features are:

1. Method- indicates the way the recommender is implemented. There are several ways
recommenders in general are made with. Moreover, the following are the values the

features “Method“ order alphabetically:

a) Association rule mining- method is based on the approach which utilizes asso-
ciation rule mining. Association rule mining is a rule-based machine learning
algorithm which associates closely related variables together. Moreover, the
closely related variables can be used, in BPM recommender systems, to ex-
press the BP process parts that are close to each other, therefore supporting

generating a fitting recommendation.

b) Based on history- method refers to recommenders that are implemented with
approaches based on the modeling history. In other words, it is set for a rec-
ommender which utilizes the modeling environment’s usage history to suggest

new recommendations.

c) Bayesian networks- method is mainly concerned with the probabilistic graphical
model Bayesian networks. A Bayesian network provides probabilities for its
nodes. Moreover, the close patterns to be recommended can be generated using

the aforementioned network probabilities.

d) Deep learning/ neural networks- methods are concerned with deep learning and
neural networks. Many recommenders, not only in BPM, utilise these methods

due to their ability to learn and find paths and patterns.
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e)

Graph mining- method indicates the approach which mines BP models for graph

patterns to be used as further recommendations.

Notation independent model- method indicates an approach where BPM rec-
ommendations are brought about using an original model that is BPM notation
independent. In other words, the approach can be applied to any BPM notation

without taking its notation into account.

Semantic method- supports BPM modeling by recommending suggestions to
users using a semantic model. The semantic models enrich the BP models with
context awareness, thus providing them with sense. The sense that in turns

can be used to recommend to the users fitting suggestions to their models.

Support Vector Machine- method is based on transforming BP models into
vectors to be compared for similarity in the SVM space like Tf-1df for example.

The closer models can be used for recommendation.

Syntax-based assistance- method uses syntax proposed solutions to generate
recommendations. The BP models syntax can be taken into a model that de-
scribes them syntactically, consequently providing options to give recommen-

dations.

Textual model- method indicates a recommender system that uses an origi-
nal approach to recommend textual recommendations in BP models. Textual

recommendations are concerned with the textual content of models’ labels.

2. Notation: The main graphical modeling notations for business process management
are BPMN and EPC as explained in the first chapter. In addition to that, other mod-

eling notations are used in BPM, not as frequent though. Therefore, the following

notation features were chosen to set if a recommender’s publication has mentioned

them:

2)
b)
)
)

)

BPEL

BPMN

EPC

Petri-nets

XML

3. Recommendation type: The first chapter, introduced the different types of rec-

ommendations which users can receive. For the sake of the comparison analysis,

notation features appearing in the publication are checked. Moreover, a BPM rec-

ommender system publication can contain multiple features at the same time. The

following are the features group by recommendation type:

2)

Attachment- recommendations conform to the following analysis features:
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i. Decision table
ii. Link
iii. Service task
iv. Sub-processes
b) Structural- recommendations, on the other hand, has two features:
i. Single element
ii. Structure of elements
c¢) Textual- recommendations has contains types of features:
i. Fullname suggestion
ii. Name completion
iii. Guard condition
d) Position-based

4. Form: It indicates the form of the recommender mentioned in the publication. More-

over, 3 features are proposed for this sake:

a) Application- feature means that the publication proposes a BPM recommender

system application.

b) Extension/ plugin- feature on the other hand, is set if the publication introduces
the recommender as an extension or plugin to an already existing BP modeling

environment.

c) Framework/ concept- feature is concerned with publications that introduce a

concept or framework for providing BPM recommendations.

5. Repository: Each recommender works by checking a BP models repository, to assist
it in suggesting recommendations to users. The models residing in these repositories
provide valuable patterns that can be further used in the recommendation process.

Moreover, there are two types of repositories:

a) Event logs- are used by recommenders that log their BP models path calls.

These logged event paths are later used as a repository for recommendations.
b) Models database- are on the other hand an existing database of models.

6. Common properties: The common properties are common properties noticed in the

BPM recommender system publications. They are as follows:

a) Social features- feature is set if the recommender has social features that affect

the recommendation like other users behavior for example.
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b)

Personalization- feature indicates that the recommender is aware of the user’s
behavior. Thus recommending him/her suggestions fitting their personal be-

havior.

Not domain specific- is set if the publication explicitly mentions that the rec-

ommender is not domain specific.

Accuracy/ confidence- indicates if the publication has accuracy and confidence
check.

Recall/ precision- also indicates if the publication contains recall and precision
check.

Evaluation check- is set if the recommender’s publication uses an evaluation

schema to validate the approach it is proposing.

Has an example- feature is concerned with BP recommender publications that

contain an example where the recommender is applied.

Uses ontologies- indicates if the publication uses semantics in the process of

recommendations generation.

Not fully automated- is set if the recommender’s publication mentions that

some parts are done by hand.

7. Utilities: It indicates what technologies, libraries or programming languages the

recommender uses.

8. Distance measure: The majority of the BPM recommender systems utilise a dis-

tance measure metric to detect similarities between the model in need of suggestion

(Reference model) and the repository.
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3 BPM recommender systems survey

This chapter is the core of this master’s thesis. It consists of two sub-chapters. For the first
sub-chapter, it introduces the recommender systems in a detailed overview. The second
sub-chapter on the other hand, presents the comparison analysis. It achieves that through
a sequence of comparison tables. Moreover, the tables use the comparison analysis features

mentioned in the last chapter.

3.1 BPM recommender systems review

The literature review found 18 recommender systems relevant to survey the BPM rec-
ommender systems. Moreover, these recommenders are listed in this sub-chapter with a
detailed overview of each one. Furthermore, the overview describes the recommenders’ im-
plementation methods. In addition, it mentions the type of recommendations presented,

the BPM notation used and other information.

3.1.1 A Recommendation System to Facilitate Business Process Modeling

This recommender Shuiguang Deng| (2017) proposes a recommendation system that takes
business processes and suggests to them which activity is to come next in the flow. It
supports a different range of business process representations like Petri-nets, XML and
business process execution language. The recommendation is brought about through two
main phases: Offline Mining and Online Recommendation. Offline Mining takes place
in the backend before starting to model. During Offline Mining, the recommender takes
in processes inside repositories called Process Filest, and finds relations amongst their
processes. This is carried out using graph mining. As for the second phase Online Recom-
mendation, the suggested activities get propagated to the user by calculating the difference
between the model under development (Reference Model) and the patterns extracted from

the Process Files.

The creators of this recommender used a unified concept throughout the two phases of
a process recommendation. The concept denotes that each BPM consists of a set of
candidate nodes and an upstream subpath. The candidate nodes are the nodes on the
last level of the model, which are usually the candidates to be recommender hence the
name. As for the upstream subpath notation. It denotes the remain upstream path before
the candidate notes. For example, if digraph(A->B; B->C; C->D;C->E) is a BP model
then the set D, E contain the candidate nodes while the upstream subpath is digraph
(A->B->C).
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The latter concept is utilized throughout Offline Mining and Online Recommendation.
During Offline Mining, the upstream subpath of each business process residing the Pro-
cess Files is inspected for all possible subgraphs given the candidate set for that business
process. Once these subgraphs are found, their corresponding confidence values are cal-
culated over the whole Process Files. Thus, the user knows whats the confidence of a
certain pattern to appear. Omnce the user starts to request recommendations, distance
measurement calculations are applied between the mined subgraphs in Offline Mining and
the upstream subpath for the model under development. The recommendation sets are

produced to the user according to the distance and confidence of each subgraph.

3.1.2 Assisting Business Process Design by Activity Neighborhood Context
Matching

This recommender (Chan et al. (2012) suggests to users a list of relevant activities. The
way it works is by choosing which nodes require recommendation for. After that, the
recommender is invoked for suggestions. The system will output to the user a list of
relevant activities for each node the user picked for recommendation. Technically, this
system is built upon context aware systems, where a certain activity will have a context
in which similar activities can be compared to. These recommendations can be utilized

by adding them in the same zone they are required for recommending

The concept of a zone is exploited in this recommender as the main functionality that
the authors used to build this system. A zone in a BP model is the position in which
a certain activity resides. Zones are helpful to perform activities neighbourhood context
matching using graph theory. The neighbourhood context matching calculations compare
the zones between the node to be recommended to other nodes in other business processes.
These business processes exist in a shared repository of BP models. The calculations
are carried out through an original approach where the zones connections are taken into
consideration. Each connection has a label. Therefore, it can be represented by a string of
words. Moreover, the Levenshtein distance measure is used to check the similarity between
zones connections. The authors propose to match all connections belonging to the same
zone and that have the similar ending activities. The similarity check also covers more
than one zone according to a parameter the user sets. For example, if the user requires
a similarity check for an activity A throughout 3 zones. This means that the system will
not only check the zone where the activity A resides but in the two succeeding zones as
well. Consequently, the system implements a similarity check for the 3 zones throughout
the whole repository for matching 3 zones that are similar. Furthermore, it is notable that
the higher the number of zones coverage is, the smaller the number of output of course.
According to an experiment the authors carried out on the system, whenever the number
of zones to be checked passed 3, the collected tasks to be recommended were close to zero
at cases when the similarity was high. This makes sense as there are not many graphs
structures that will be very similar to each other if they are large. The following figure
shows the results of the evaluation carried out.
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Figure 3.1: The evaluation’s results
Source: Chan et al. 2012

3.1.3 Context-Based Service Recommendation for Assisting Business Process
Design

The recommender proposed in this publication Nguyen et al. (2011)) is a graph based con-

text oriented recommender. In other words, the recommender uses the graphical context of
the reference model and compares it to models contained in a repository. The user chooses
the activity he wants the recommendation for. After the context based comparison, the
user receives the closest activities to the one chosen activity. To model the graph context
of a business process model, the authors proposed a modeling mechanism that will be
explained in the following paragraph. Furthermore, this paper refers to the model activity
as web service. As for the process model, it’s defined as the service composition. There

are two main coinciding factors that define a service composition “model” context:

1. Firstly, the direct links that point to a web service “activity”. The direct link from a
web service to the other inside a service composition declare a direct strong relation,
thus utilizing it with defining the context of a service composition is beneficial. That
is due to the fact that for example, a direct relation A->B in a service composition,
if found in another service composition would relate both service compositions to

one another.

2. Secondly, the layers of path depth distance from the selected web service “activity”
and the remaining web services in the service composition “model”. The following
two figures show two service compositions in figure|3.2/and their inferred Composition
context graphs in figure In more details, the scenario in the following two figures
is comparing the activities s2 and s6. The zones created created from the path
distance of the selected web services is exploited in defining the context size. In
other words, in order to define the context of a web service “activity”, how many

zones far away from it should be considered.
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Figure 3.2: Service compositions example
Source: Nguyen et al. (2011)
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Figure 3.3: Inferred context graph
Source: Nguyen et al. (2011)

With that proposed modeling mechanism of defining the service composition context, the
authors needed to propose a similarity check functionality where contexts can be compared
to one another. As previously stated, the two main factors that this mechanism depends
on rely mainly on the direct link between services, and the path depth of the selected
service to the others inside the service composition. For handling the direct links, the
authors performed a Levenshtein string distance measure. In more details, every direct
link has a label describing it. For instance, looking at the figure above, the direct link
P3 has a label value of “Sequence”. Also, the label for the directly link P4 is “AND-
join”. Therefore, the authors proposed the string based distance measurement in order to
capture the graphical similarity between the different service compositions. On the other
hand, the path depth for the selected web service with the remaining services is used as
mentioned before to set the size of the context. The similarity equation contains both
the depth and the direct link Levenshtein distance. Lastly, the equation also contains
weights that give more importance to the web services that are closer to the selected web
service. Consequently, returning to the given example in the figure, the nodes sl and s4

have higher importance than the node s3 for example, thus their weights will be higher.

To validate the approach proposed, the authors built a Java Applet to handle the rec-

ommendation processes. Data were gathered to form a services composition repository
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and the business process notation supported is BPEL. According to the results, the au-
thors found out that the proposed solution successfully supported users with similar web
services. They also discovered that the higher the depth length is the lesser number of
matched results. This effect is rather logical, due to the fact that the larger the context

is, the less the chance it will reoccur in other service compositions.

3.1.4 Action Patterns in Business Process Models

This recommender system Smirnov et al.| (2009) suggests to the user while modeling the
next activity in the workflow stream. The core of this recommender revolves around
a concept classified as Action Patterns. Action Patterns, contrary to well-established
workflow patterns, deal more with the semantic context of Business Processes’ content. In
this notation, the Action refers to the syntactic verb existing in the BP activities’ labels.
For example, a BP containing an activity with the following label “Check the bill”, will

correspond to an action “Check”.

Action Patterns change from a context to the other and from a domain to the other.
But once, they are mined, they represent the recommendations for the current model at
hand. Mining Action Patterns in this recommender utilizes association rule mining, thus
retrieving the closely related actions together for the in-development BPM. The approach

in this recommender supports both domain-aware and standalone BP models.

Action patterns mining goes through two consecutive stages: Co-occurrence Action Pat-
terns mining and Behavioral Action Patterns mining. Co-occurrence Action Patterns
represent actions that occur together in a process model collection. Process collections
are mined using keywords in the actions labels. The result of this association rule mining
algorithm is the co-occurrence action patterns. A drawback of this stage is that during
association rule mining in finding co-occurrence action patterns, the order of the BPM
activities, thus their semantics are not taken into consideration. That’s where behavioral
action patterns mining takes place. In this phase, the recommender defines relations be-
tween activities mined during co-occurrence action patterns mining. These relations are
later passed on to an association rule mining algorithm, the same as the algorithm used

in the previous stage.

The association rule mining algorithm implemented, takes into consideration the confi-
dence and support of the resulting set according to a minimum support (minsup) and

minimum confidence values (minconf).

The paper presenting this recommender evaluated it based on the SAP Reference Model,
which is a large process model collection covering 29 divisions of an enterprise like sales,
accounting and so on, containing around 604 Event-driven Process Chains (EPCs). The
results retrieved were not as high in comparison to the number of processors in the process
collection with an only maximum minsup value of 9. For example, during co-occurrence
Action Patterns mining, the resulting set of a minsup of 7 with minconf of 95% is only

5 sets. It means, if it is wanted to be 95% confident about the possibility of a certain
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activity combination, then out of all activities in the collection, only 5 combinations will
be the result. This is due to the loss of semantics occurring from the usage of WordNet
clustering. But the main reason for the this is the heterogeneous clusters inside the
collection. Meaning that these sets will not occur in all the different domain process in

the world but only in specific ones.

3.1.5 An Efficient Recommendation Method for Improving Business Process
Modeling

A Petri-net business process model consists of nodes connected by edges serving a certain
business goal. A node can either be a place “p” performing a certain task or a transition
“t” combining two edges together. This recommender |Li et al.| (2014) suggests to users
what the coming node is in their reference model. In this context, the authors hypothe-
sized a framework where they consider that a BP model consists of a candidate node set
and an upstream subgraph. The candidate node set consists of the nodes existing in the
last level of the model. While the upstream subgraph represent the subgraph preceding
the candidate node set. This recommender gives two types of suggestions, Forward and
backward extension. They directly depend on the form of the candidate set. Forward ex-
tension, where a new place node “p” is recommended and connected to the candidate node,
occurs when the candidate nodes set consists of only one node. While backward extension,

it connects the candidate node with a node existing on the upstream subgraph.

Moreover, the recommender contains a shared repository of BP models that the users
receive suggestion from. The main idea of this recommender is based on finding the closest
model in the repository to the reference model under development. This is brought about
through two phases: an offline and an online phase. During the offline phase, patterns are
extracted using pattern mining techniques. Once the user asks for a recommendation, the
upstream subgraph in the reference model is compared to the mined patterns’ upstream
subgraphs and a distance measurement is performed. The closest model in distance will

in term be used for recommendation by suggesting its candidate nodes set.

Patterns are mined through an algorithm called gSpan which is an association rule mining
algorithm. The nodes are traversed in a depth first search (DFS) manner. But, the
patterns that could be extracted from one model could vary in form as shown in the
figure Moreover, this indicates that their corresponding DFS will be variant as well.
Consequently, the DFS that will give the minimum cost is extracted. The cost that is

calculated according to the lexographics of the nodes and edges.

Each pattern will be assigned to one DFS pattern with a min DFS trees and it will be
represented in a string. To measure the distance of the min DFS trees and the reference

model under development, three factors have to be taken into consideration:

1. minDFS code: each pattern’s min DFS tree can be represented as a string. The
following is an example of this string: +12-23. This represents for example and edge

going from node 1 to node 2 and then a reverse edge going from node 3 to node 2.
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Figure 3.4: Different DFS samples
Source: Li et al. 2014

To compare a pattern to the other, a string edit distance measure SED is applied to

their corresponding minDFS code.

2. Common nodes: when comparing two patterns, the more the patterns contain com-

mon nodes together the smaller the distance is between them.

3. Backward nodes location: It helps in targeting the more influencing patterns. For
example, for a reference model a->b->c->R, where R is the node that needs to be
recommender. If the mined patterns are for example a->b, b->c, then the pattern
b->c is more influencing as it is closer to the node to be recommended than a->b.
This is handled with backward nodes location which in turn will be smaller for b->c

than a->b in this example.

Figure[3.5]illustrates the distance measurement formula this recommender’s authors imple-
mented. It consists of 3 added variables together, representing the latter factors explained

in the last paragraph.

Dist(P, P') =¢ - SED(P, P') + ¢ - Lo, (P, P')
+ 4 - (max(P, P') = Con (P, P")).

Figure 3.5: Distance measurement equation

Source: Li et al. 2014

3.1.6 Recommendation Based Process Modeling Support: Method and User
Experience

This recommender [Hornung & Koschmider| (2008)) is used while the user is modeling the
reference model. The user has the chance to use it in two different ways: 1) The first way

is through processes querying where the user can invoke a query with certain text about
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a certain process. The system will output to them the corresponding recommendations
according to the search query. 2) The second way the user can utilize this system is
through highlighting the part in the BP model in which they want a recommendation for.
For which the system carries out its logic and retrieves to the user the recommendation

accordingly.

The recommendations are brought from a shared repository where there are real word
Petri net models. The system started off at the initial phase of development with 21
Petri net models. The models existing in this repository are configurable, meaning that
business processes models can be added, deleted or altered. The user can specify what
type of recommendation they desire. A recommendation can be a process part or the

whole business process model.
The implementation logic here is divided into three sections:

1. The first section is the tagging system which utilizes Information Retrieval IR tech-
niques in indexing the BP models. The tagging system indexes each BP model in the
repository according to the labels existing in its business processes. The text inside
requires some clean up due as it is not unified and rather scattered. The labels are
invoked with stop words removal and synonym coverage from WordNet. Then a full
TF-IDF calculation is carried out for each BP is calculated for each model. The IDF
part is used for reducing the frequent words effect. Usually, it’s the less frequent
special words in the labels that make things business process parts relevant. Once
the BP models in the repository are indexed, the recommender is ready to suggest

to the user

2. The second section is the actual recommendation process which the user invokes
while working on the reference model. The user inserts as input a search query or
highlights a certain process part in the reference model, as explained before. The
input goes through the same process of text clean up. Then a mixture of Vector Space
Model VSM and the boolean model are used to calculate which of the repository
models is close to the input. The VSM uses the TF-IDF values to calculate the angle
difference in the vector space between the input vector and the BP model vectors.
As for the Boolean model, it handles the cases when inserting queries containing
words like (AND, OR or NOT). This is called the Lucene index.

3. The third section is the recommendations ranking. The ranking for the recommen-
dations is based on two principals that are used after the Lucene index calculations.
The first one is the rate of errors inserting the new recommendation will do to the
reference model. For instance, if the recommendation will cause to have an OR-split
is synchronized by an AND-join, then it will have a lesser ranking than another
model where this does not occur. The second principal for ranking a recommenda-
tion is the popularity of a selected business process. The BP that is selected 5 times
for a recommendation from the repository has a higher ranking than BP that was

selected 3 times.
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3.1.7 Social Software for Modeling Business Processes

This recommendation software [Koschmider et al. (2008) is a build up upon the latter
recommendation system explained in “Recommendation Based Process Modeling Support:
Method and User Experience”. That system recommends to users a whole process model
or a process part. The recommendation is triggered either by a query interface or a
recommendation component. In the query interface, the user queries for recommendations
through text insertion. As for the recommendation component, the user highlights the
process part in their reference model in which they need a recommendation for. In both

cases, the results are retrieved from a shared BP models repository.

The build-up upon the system explained in the latter paragraph takes a different view
on the BPM recommendation. It focuses on building a social support network between
the users in this system. But the question is, how would a social network help in process
recommendation?. The BP models residing in the repository are usually created, added,
and modified by users of the system. The use of Social networks can bring about hid-
den relations and dependencies that can make certain recommendations closer to a user
than another. The recommendations in the system at hand are additional recommenda-
tions alongside the ones retrieved from enacting the query interface and the recommenda-
tion component. These additional recommendations take into account the domain of the
searched BP part and the business processes that succeed and preceded it in the reference

model.

The social networks mentioned above, are constructed between the users connected by
edges. This recommender extracts two types of social networks on these additional rec-

ommendations:

1. The first network is a collaboration network in the processes model, where the system
extracts the collaborative relations between users in different BP parts. Thus creat-
ing a network of connected users. For example, the user chooses a recommendation
X then asks the for additional recommendations built upon X. The repository would
have, for instance, similar BP parts Y and Z. However, these two BP parts have
different users that performed on them. Using the social network constructed, the
suitable additional recommendation of either Y or Z will be whoever of them that

their users who performed on them are more strongly connected to the performers
of X.

2. The second type of social networks utilizes the users’ history in the system to find
connections between each other. The application of this social network creates clique
users that are closely connected according to their history. These cliques are used for
propagating changes and notifying the closely neighboured users. The history in the
system is represented as a table with users on rows and processes on columns where
each cell represents how many times a user i used process j. Distance measurements
are calculated, like Minkowski distance, Hamming distance or Pearson’s correlation

coefficient and the graph is constructed. The cliques form when a threshold is applied
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to the edges values that contain the distance between each user. On a side note,
Intersecting the user history and process models can bring about another type of
clique oriented networks. This is considered also a away of generating these networks.

Another way also is through considering the order of the processes.

3.1.8 Advanced social feature in a recommendation system for process
modeling

The recommender Koschmider et al.| (2009) in hand is an extension over the latter two
system explained “Recommendation Based Process Modeling Support: Method and User
Experience” and “Social Software for Modeling Business Processes”. The way the social
networks were used in the latter publication had some drawbacks. After evaluation, the
users felt there was not a sort of personal preferencing. The social networks constructed did
not take into account what the users explicitly want, as they are automatically constructed.
The extension in this publication gives the user the option to add their personal preference
to the recommendation propagation. During the evaluation, the users also felt rather
isolated. There was not a sufficient changes propagation. This recommender also provides
a stronger change propagation functionality by which the users receive proper changes

notifications.

The social networks personalization is done through a filtering function where the users
insert their network preferences. A metamodel is implemented to make the operation of
filtering rather feasible. The metamodel consists of 4 properties representing the user:
subject domain, capability, work environment, and individual and group behavior. Ac-
cording to these 4 properties users filter the public social network to get a more per-
sonalized output. For example, a filter function with filter(S=“government”,C=“process
design”, W=“IT department”) will result a social network containing users that have a sub-
ject domain of “government”, capabilities of “processes design” and a work environment
of “IT department”. As for the individual and group behavior, they are the extracted
patterns from the user’s history in the repository, which is the original social network

constructed in the latter publication.

Changes in the repository can be high-level or primitive changes. Any change in a processes
model part is labeled part of the high-level changes while changes in nodes is considered
primitive. Both can be triggered by an addition, deletion or moving of a process part or a
node. These changes can be propagated to users both on the public and the personalised
social networks. The propagation is in one of two forms, push and pull services. The
first one is a push service, where users belonging to a certain network are systematically
notified of a change in their social network. This is helpful to keep a closely related users
up to date with any changes they can be concerned with. In addition to the passive
push functionality, users can propagate changes in a second form. Users can select certain
process models that they want to be notified with whenever a change occurs to them. This

is done using the pull service.
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High-level and primitive changes are detected with flags and counters to propagate them.
Primitive changes occur often, so the user is notified with them if they pass a certain
threshold that the user can define or else the user will be spammed with small unworthy

primitive changes notifications.

3.1.9 Application of Bayesian Networks to Recommendations in Business
Process Modeling

This recommender Bobek et al. (2013) suggests to users business processes and their
probability existing in the position they are recommended in. The recommendations
position can be backward, backward or auto-completion. The system exploits two main

factors for the recommendation to work:

1. The first one is using Bayesian Networks. The system in hand mainly depends on
the frequency of the process nodes inside the models and their probabilities of co-
existing. Omne of the approaches famous for handling networks and co-dependant
node probabilities inside them is Bayesian Networks. Nevertheless, this system uti-
lizes a repository of models containing BP models that it can use for recommenda-

tion.

2. A second active factor that influences this recommender, is the usage of configurable
business process models. In short, a configurable business process model is a more
generic way of representing a BP model where it’s the combination of closely similar
BP models. Moreover, they are merged in one final model. Figure is an example
of a configurable business process combined of 4 business processes. Furthermore,
the closely related models are merged together to create one configurable business

process model.

The recommendation in general, and Bayesian network probabilities generation in partic-
ular, comes about through combining the latter two factors. In details, the system invokes
the Bayesian Network theory on the formed configurable business processes residing in the
repository. They are consequently transformed into a Bayesian Network. The resulting
Bayesian Network in turn is trained to create clusters of which the reference model can be
compared to, in order to retrieve the recommendation. The system uses the Maximization
Estimation training algorithm for that task. Finally, the recommendation is retrieved to
the user in the form of nodes to be suggested throughout the whole reference model and the
confidence of their existence in that position. This probability represents the confidence.
Moreover, it is derived from the corresponding Configurable Business Process Bayesian
Network probabilities values. Figure shows the recommendation result invoking this
recommender on a BPMN reference model. The red blocks represent the elements that are
already existing the reference in the model, while the green ones refer to the new elements

that can be included. The values in them indicate their confidence (probability).

This recommender has two points that can be further worked upon according to the

authors. The first drawback lies in handling nodes that are not in the repository. When
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Figure 3.6: Configurable Business Process Model example
Source: Bobek et al. 2013

the user inserts a new process in the reference model that the the trained network has not
seen before, the recommendation will crash as the Bayesian probabilistic value will turn
to zero thus giving back no recommendation. As for the second drawback, the operation
of transforming the configurable process models into Bayesian networks is done by hand

thus leaving less automation to the proposed algorithm.
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Figure 3.7: Recommendation result
Source: Bobek et al. 2013
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3.1.10 Integration of Activity Modeller with Bayesian network based
recommender for business processes

This research is a continuation of the work on the recommender proposed in latter paper

“Application of Bayesian Networks to Recommendations in Business Process Modeling”.

The recommender in this paper Bobek et al| (2014), is a structural based recommender

that suggests to users forward, backward and performs auto-completion as well. The
latter recommender has a repository which contains configurable business processes. These
configurable business processes are transformed into Bayesian networks which are trained

to be used as for recommending to the users the proper activities.

The recommender proposed in the current paper extends the latter by adding on to it few
points to make it more rigid and automated. Due to the fact that one of the drawbacks
that the previous recommender has is the lack of automation and flow in it, the new
recommender is provided with a platform where modeling and recommendation both can
take place. An activity modeller, which is an open source web modeller component called
Activiti, is used for this purpose. The recommender is a plugin added to the modeling
platform. Moreover, this recommender also tackles the shortcoming that the previous one
had in automatically transforming the business process model into a Bayesian network
representation. Furthermore, the authors of this paper handled these new features in a
new activity recommender architecture. The following figure [3.8]is a representation of the

recommender’s architecture.

Activiti REST backend Activiti frontend
JSON-BPMN model Activiti Explorer
converter (Vaadin)
Activiti Modeler
Restlet (Ext JS)

VAN
T

Activiti Recommender

Recommendations module

I Recommendations Modified Shape
plugin Menu plugin

Samlam inference library

Figure 3.8: The activity recommender’s architecture
Source: Bobek et al. 2014

The architecture consists of three main components:
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1. Activit frontend: this is the activity modeller web component where the user models

the business processes and then require for recommendations.

2. Activiti REST backend: this component transforms the BPMN created in the front
end into a Bayesian network then trains it against the configurable business processes
in the repository using probabilistic machine learning algorithm Maximization Ex-

pectation.

3. Activiti Recommender: the final component uses the trained Bayesian network and
traverses it to retrieve the recommendations to the user. Furthermore, in order
to match the process under design (the reference model) and the trained Bayesian
network, a text based matching is used. The matching mechanism helps associate
the activities in the reference model with their corresponding targets in the Bayesian
network in order to retrieve an appropriate recommendation. The textual matching

is performed using a Levenshtein distance algorithm on the activities’ labels.

Figure shows the proposed extended recommender over the Acitivi modeler where it is
extended with a user-interface to handle the recommendation calls. The user-interface is
represented in the recommendations menu and the action options over the elements. For

example, the action “First recommended element - Click or drag”.
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Figure 3.9: The activity recommender

Source: Bobek et al. 2014

3.1.11 Context-Sensitive Textual Recommendations for Incomplete Process
Model Elements

This recommender Pittke et al.| (2015)) handles incompleteness in business process models.

A business process model can contain incompleteness when contextually compared to a
conceptual model. Moreover, this incompleteness is categorized as either structural or
textual. A structural incompleteness is when an activity or an event is missing, thus
contextually violating the structure. On the other hand, the textual incompleteness in

a model’s node is represented in the lack of textual information provided in the label,
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thus giving a shortage of context to the node. The recommender proposed in this paper
returns naming recommendations for the textually incomplete nodes in a business process

model.

A node is said to be incomplete if it misses sufficient information describing it. A node
should always contain an action and a business object. For example, in the label “check
password”, the action is “check” while the business object is “password”. Any label miss-
ing one of these two is considered incomplete. After defining the textual incompleteness,
the recommendation phase come which is broken into two consecutive stages: recommen-

dations creation and recommendations ranking.

1. Recommendation Creation: Not much is mentioned to how the contextual correlation
is performed to retrieve to a certain node. However, the paper mentions three context

layer strategies through which recommendations can be created:

a) Local Process Model: this strategy uses all actions and business objects residing

in the reference model as possible recommendations.

b) Process Model Collection: as for the strategy it considers all Business process

models in a given repository.

c) External Corpora: the last strategy utilizes certain text corpora to find terms

that co-occur with the missing text in the node.

2. Recommendation Ranking: after creating a certain recommendation list for an in-
complete node. The recommendations are ranked to retrieve the closest one in
context. The ranking procedure uses sense clusters to group the BP model nodes
together. Each sense cluster is a group of closely related terms grouped together.
The ranking occurs through creating sense clusters for the labels of the reference
model nodes. Followed by conducting a similarity measurement between each rec-
ommendation in the recommendations list and the sense clusters created. Finally,
the list is sorted descending. This causes the recommendations with the highest

similarity score come first.

This approach is tested through an evaluation experiment where two different BPM test
collections containing both in total 1695 BP models which had around 782 incomplete
nodes. The experiment was performed on a small sample on which a group of 5 users
(2 modeling novices and 3 modeling experts) decided upon the usefulness of the recom-
mendations given by this recommender. The users rated a certain recommendation on a
4-point-Likert-scale from very useless (-2) to very useful (+2). The ranking calculation
was performed on three different conditions: top 1, top 5 and top 10 recommendations.
Moreover, the evaluation found out the 53% of the recommendations were useful. They
also indicated that whenever more recommendations are considered, meaning top 1, top 5
and top 10, the higher the recall values are and the less the precision is. This means that
the top 1 recommendation is more likely to be more precise than the top 5 according to
users rating. However, the top 5 will be able to give more information to the user than
the top 1. Figure describes the recall and precision values for the top 1, 5 and 10
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recommendations. Lastly, figure is an example of top 5 textual recommendations for

a BP model called “Grouped retirement”.

Top 1 Top 5 Top 10
No. Relevant & Retrieved 23 86 149
No. Non-relevant & Retrieved 8 66 133
No. Relevant & Not retrieved 126 63 0
Precision 0.74 0.57 0.53
Recall 0.15 0.58 1

Figure 3.10: Top 1, 5 and 10 recommendations Precision and Recall values

Source: Pittke et al. (2015)

Group
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Activity Top 5 Recommendations Ranking
Transfer Time Specifications to a Client 25.76
Transfor to a Transfer Balance Sheet Items to a Client ' 19.51
Client Transfer Planned Sales Quantities to a Client 18.87
Transfer Group to a Client 18.26
Transfer Personnel Costs to a Client 16.24
Retirement of Master Record 18.02
Retirement of Leased Asset 16.42
Retirement Retirement of Asset Acquisition 15.53
Retirement of Group 14.81
Retirement of Number 13.77

Figure 3.11: Group Retirement model. Top 5 Textual Recommendations for the activity Retire-
ment

Source: Pittke et al. (2015)

3.1.12 On the Automatic Labeling of Process Models

The recommender in this paper Leopold et al. (2011) supports users by automatically

providing a label for a business process model fragment in particular or a business process
model in general. This type of recommendation is considered a textual recommendation
where only the label of a certain element or business process model is given a recommended

value. Moreover, textual recommendations are beneficial for the clarity of a business
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process model. Ambiguous, unclear labels can be misleading, thus making the model
counter-intuitive. Furthermore, the contribution provided in this paper provides a stronger
focus on how to extract a recommended label from a business process model. The research
does not make difference between providing this recommended label for a whole business

process model or a single activity in it.

On a similar context, many researches in the field of textual recommendation use the no-
tion of verb-object style in modeling an activity label where the verb represents the action
while the object represents the business object. For example, in an activity label “Acti-
vate Material Price”, the verb “Activate” is the action which the corresponding activity
performs, while “Material Price” is the business object on which the action is performed.
Moreover, the verb-object style is used in this paper to model the labels in a business
process as well as automatically producing a recommended label. In details, generating
the mentioned textual recommendation goes through 3 phases. During the first phase, the
recommender parses all textual information for each activity and modeling them into a
verb-object notation. Afterwards, the gathered information are passed to a classifier that
produces a resulting label from the given input. This classifier, which is the core of this
recommender, can be done in 5 strategies. They will be described in details in the next
paragraph. As for the last phase, the produced result generated in the second phase is

transformed into the verb-object style and is produced to the user.
The process of classifying a label to be recommended can be carried out with 5 strategies:

1. Dominating element strategy: A dominating element is a textual action or business
object that exists the most in a business process model. In other words, the most
frequent action or business object is considered a dominating element. Consequently,
a subordinate elements set extracted containing all the actions and business processes

associated with the dominating element. This set is vital in the next strategy.

2. Conjunction of activities: the subordinate elements set is used to compliment the
missing part next to the dominating element by conjuncting them together, whether
an action or a business object. This is carried out through two different approaches.
Firstly is Lixical conjunction, where the subordinate elements are lexical-classified
in a hypernym lexical database like WordNet to produce a new introduced element.
Eventually, the lexically introduced element is conjuncted with the dominating ele-
ment to retrieve to the user as the final recommendation. As for the second approach
of conjunction, it’s using Logical conjunction. Logical conjunction in simple form
is conjuncting all subordinate elements together to the dominating element and re-

trieving the result to the user as the final recommended label.

3. Start or End Events strategy: a start or end event in a business process carry
valuable context information for the model. Therefor, one of the proposed strategies
utilizes the start and end events, Moreover, the start events are classified by labels
that contain verbs in the present. An example for that is, “Asset is to be created”,
while on the other hand an activity label like “Asset was created” is considered an

end event.
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4. Main Activity strategy: each business process contains a main activity which is vital
for the model itself. An activity that is central of importance. The authors propose
that most probably the main activity resides at the beginning or at the end of the
business process model. Nevertheless, the label of the main activity is used as a

proposal for the new recommended labels.

5. Semantic Naming strategy: This approach uses the broader context of the business
process model, contrary to the latter strategies that use an activity in particular
whether dominating and conjunction element, main activity or event driven ones.
In details, the context is driven from relationships between activities and their labels
through setting semantic rules that can be used to generate a new label. An example
for that is a business process that contains the two events “activities Delivery for
Returns” and “Goods Receipt Processing for Returns”. In semantic logic, the term
“shipping” can be considered as a broader representation of the two events. Thus
it could be used as a proposal for the new label. This approach requires external

ontology libraries.

3.1.13 On the refactoring of activity labels in business process models

This paper Leopold et al. (2012)) introduces a service for refactoring a business process
model activity label. This service can be used in modeling tools as a form of textual
recommendation for users while modeling. Furthermore, an activity label can vary in
structure and style, yet most of the time it contains an Action and a Business Object.
As explained previously, the Action represents the actual type of verbal action which
the activity executes. On the other hand, the Business Object is what the Action is
performed on. Business process model activities labels may carry the same meaning, but
be available in different structures. Take an example of an activity label with the Action
“Create” and the Business Object “Invoice”. It may come in the style of “Create Invoice”,
“Invoice Creation”, “Creation of Invoice” and other forms. Therefore, this recommender
classifies the label given to it to one of seven label styles. These styles will be explained
in details in the next paragraph. Finally, the recommender extracts from label the Action
and Business Object according to the classified label style and recommends to the user
a new label using the Verb-Object approach where the Verb represents the Action while
the Object represents the Business Object. The authors to this recommender absorbed
the sentences in the labels and managed to categorize them into 7 different styles. The
following figure show the aforementioned styles.

In details, these styles are as follows:

1. Verb-Object: Example to that is “Create Invoice”. This style is what the authors
try to make all other labels styles eventually fit.

2. Action-Noun (np): Example to that is “Invoice Creation”.

3. Action-Noun (of): Example to that is “Creation of Invoice”.
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Figure 3.12: Labels Styles

Source: Leopold et al. 2012



3.1 BPM recommender systems review 41

4. Action-Noun (ing): Example to that is “Creation of Invoice”.

5. Action-Noun (Irregular): This style handles the sentences where irregular characters
exist. For instance the label, “LIFO: valuation: pool level” contains an irregular

[

character which is

6. Descriptive: This style handles the sentences that are too long that don’t contain an
actual Action-Noun structure. An example for that is “Accounting creates invoice

and Applies for registration”.

7. No-Action: This style handles labels that contain no action. An example to that is

“error”.

Moreover, the label style classification operation plays an essential role in extracting the
Action and Business Object from the label according to the style, thus refactoring the
model labels. But it’s not the only step to achieve that. Additionally there are other steps
that are applied sequentially until the activities in the model are refactored. These phases

are as follows:

1. The label style classification phase: Classifying the style of the label is not a straight-
forward operation due to the fact that many labels are complex. Namely, in order to
classify a label, it is checked on 4 different levels analysis. If the label is not classified
in the first level analysis, then it’s taken to the further level and so on. Firstly, a)
Label analysis level. In the first level, the recommender tries to assign each activity
label to a style. This is done through using the activity label itself and checking
its structure whether its Verb-Object, Action-Noun or Description. However, some
activities contain labels that are not directly classified. These unclassified activi-
ties are in term passed to the second level, b) Model analysis level. In this level,
the unclassified labels from the previous phase are checked with the other model’s
remaining activities labels. If an unclassified label has its first word occurring in
other model labels then, the label is assigned to the class of the other model labels.
After this phase, the remaining unclassified that were not classified in the level b,
then are passed onto the next level ¢) Model collection analysis level looks through
all over the repository of all the models and tries to classify the remaining labels.
Lastly, d) Natural Analysis language level assigns all the remaining unclassified la-
bels that aren’t matched in the latter three levels. It utilizes a natural language
lexical database to classify whether a label is Verb-Object or Action-Noun. This is
done by checking the probability of the first word in the label if it’s a verb or a noun.

2. Analysis of Action-Noun labels phase: Moreover, the last phase categorises the busi-
ness process model labels into Verb-Object, Action-Noun and Description styles.
During this phase, further analysis are performed to handle the different options for
Noun-Action styles. This is beneficial in extracting the Action and Business Object

in the next phase.

3. Derivation of the Action and Business Object: This phase is a direct application

of Action and Business Object extraction techniques according to the label itself.
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For example, in a Action-Noun (ing) like “Invoice Creating”, it is easily identifiable
from the structure. “Creating” is the Action and “Invoice” is the Business Object.
For more details, “Creating” is transformed into its infinitive form, thus becoming

“Create”

4. Composition of a Verb-Object output activity label: Finally, the Action and Business
Object are combined together and giving to the user as the recommended refactoring

label value.

Finally, the authors evaluated the results of this recommender over experiments during
which they utilized 3 different test collections. The first one is a SAP reference model using
the EPC notation. The second one is a TelCo collection containing ADONIS models. The
last collection is Signavio Process model collection in BPMN. Moreover, main core of
the experiment was to assess the 4 phases this recommender performs to produce the
recommendations. The 4 phases are judged with precision and recall and F-measure check
for each test collection (SAP, TelCo and Signavio). The evaluation showed strong results.
The percision, recall and F-measure values were relatively high. In addition, the evaluation
experiments included an experiment that compares the result of the recommendation
results to the Standford Parser. The final evaluation indicated that the recommender
is relatively better than the Standford Parser in refactoring the models’ labels. This is
believed due to the broader purpose of the Standford Parser and that this recommender

is tailored for the task of refactoring BP models’ labels.

3.1.14 Supporting flexible processes through recommendations based on
history

In the new era of technology advancement, Process Aware Information Systems PAIS came
about to keep the process models up with the changing environment. Business Process
models are required to be responsive to changes. For example, profit maximization or
cost reduction. This recommender, contrary to other recommenders explained reviewed
in this chapter, doesn’t suggest new activities or connections. However, it suggests to the
users helpful information on their reference model activities that fit their target better.
In other words, it shows target related descriptive information on each concerned activity
in the reference model. Moreover, the target can be in the form of time reduction, cost
reduction or profit maximization. Furthermore, this recommender [Schonenberg et al.
(2008) is invoked on PAISs. These PAISs vary from unfinished business process model or
a process model that needs enhancement. Moreover, the recommender uses the event logs
of these PAISs and recommend to the user next activities in the model that would help

reach the user’s target goal.

The events logs are updated for each time a business process is used by a model’s log
trace. Scaling this on a larger scope results in a collection of business process event logs
(log traces) containing models activities execution paths. Furthermore, the constantly

changing paths preserved in event logs can be exploited to enhance the current state of
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the business model as they hold valuable information and patterns. These paths can
be utilized by comparing the reference model to them and extracting a recommendation
afterwards. For this sake, the recommender requires the user to send an input containing
two requirements 1) partial trace and 2) the enabled activities. The first requirement is
the partial trace. The partial trace is a path of activities connections representing the
history of the reference model’s activities execution. As for the second requirement, the
enabled activities indicate the activities in the reference model that are used in the time
when the time when the reference model requires the recommendation. Their purpose
is to ensure that no violation of constraints occur. In summary, this recommender takes
the two latter mentioned request inputs and extracts to the user recommendations fitting

their goal accordingly.

Abstractly, the recommender retrieves the recommendations that fit target goal fitting by
taking each enabled activity, checking its effect on through out the event logs. The effect
is measured by two calculations: the Do and the Don’t. The Do calculations measure the
cost throughout the event logs if the enabled activity is used, while Dont calculations are

for the remaining enabled activities. This approach is explained in the example shown in

figure

The example represents a reference model with a partial trace < D,F > and enabled

activities (A,B,C). Where the goal is to minimize the cost. The table elements are:

o Log: represents the events logs, and the cost values are inquired from each logs value.

Meaning that they are given to the recommender, not calculated.

e w: represents the weight for each log trace in the events logs, given the partial trace
< D,F > of the reference model. For example, ABC has a weight of 0 because it
contains neither of the partial trace elements, while DBC has a weight of 0.5 as it

contains the activity D.

e s: indicates the support of each enabled activity. In other words, the existence of

each enabled activity in each events logs log trace.

e Do calculations: To calculate the Do calculations for the enabled activity A for
example, the events logs are traversed for each log trace that contains the activity
A. In this case they are (ABC, DFA, CCA). Then the weights are multiplied by the
costs for these log traces and divided by their weights sum. The Do value for A
given the partial trace < D,F > is 1000.

e Dont calculations: Carrying on with the same enabled activity A. The Dont cal-
culations are concerned with the log traces that don’t contain A but contain the
remaining enabled activities B and C. Therefore, the resulting traces for the log
traces that contain B and not contain A are (DBC, FBC, DFB). As for the log
traces that contain C and not contain A are (DBC, FBC, DFC). Same weight cost
multiplication is performed. The resulting Dont values for A given the partial trace
<D,F > is 1125.
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The Do calculations indicate the cost if the activity is introduced while the Dont indicate
the cost if it weren’t there. The difference between the two values is the recommendation
to the user. Continuing with the same example in figure the user goal is to minimize

the cost. Therefore the recommendation will be as follows:

1. B: (1000 - 1500 = -500) Least cost
2. A: (1000 - 1125 = -125)

3. C: (1250 - 1250 = 0) Most cost

Log Weight and support

o costlw.(p, o) s:(p,0.€)
e=Ae=-Be=0C
ABC 900 0 T T T
DBC 500 0.5 5 % I
FBC 500 0.5 AL T
DFA 1000
DFB 1500
DFC 2000
DFH 1260
CCA 1680

O ek et
|

. 0-900+1-1000+0-1680
do(A, (D, F),L) = T — 1000
. 0-900+0.5-500+0.5-500 + 1-1500 _

S — 0+05+05+1 =~

o o . 0.900+05-500+0.5-500+1-2000+0-1680
i i 10— 0+05+05+1+0 = 150
(0.5 - 500 + 0.5 - 500 + 1 - 1500)
05+05+ 1)+ (05 +05+1)
(0.5 - 500 + 0.5 - 500 + 1 - 2000)
(05+05+1)+ (05+05+1)
(1-1000 + 0 - 1680) + (1 - 2000 + 0 - 1680)

1+05) +(1+0)

dont(C, (D, Fy,5) = {1 1000) + (1-1500) _

(1) +(1)

dont(A, (D, F), L) =

= 1125

dont(B, (D, F),L) = — 1500

Figure 3.13: Algorithm Calculations for BP With enabled activities recommendation
Source: Schonenberg et al. 2008

3.1.15 Business Process Models as a Showcase for Syntax-Based Assistance
in Diagram Editors

Diagram editors are mainly alike to each other in terms of abstract similarity. But exten-

sions over them are being applied to be make them applicable for certain service or to solve
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a certain problem. These extensions can come in the shape of meta tools, enriching the di-
agrams with additional information to be utilized for specific purposes. The recommender
proposed in this paper |Mazanek & Minas| (2009) is based on this idea. Moreover, the meta
information here uses a grammar language, derived from the model under development
in the diagram editor. These information are later on used to extract relations from the

reference models to be used to assist the user. The assistance comes in 4 forms:

1. Auto-completion: Incomplete BPM diagrams come as a result of an intermediate
diagram or an experienced user that created a missing link. The auto-completion
functionality allows the user to fill the missing link with an activity or more. In
addition, the user sets the size of nodes to be completed. Eventually, the user will

be given all different cases of completion scenarios, which he can choose from.

2. Example generation: The user can receive full examples based on the connections
extracted. After Which the user can choose of which he can benefit from. These

examples can be of the size the user sets.

3. Editing operations: It is possible for the user to select certain activities and impose
editing operations on them according to their context. Furthermore, these operations
can be adding to the selected component or removing it. The different options are
presented to the user and he chooses the appropriate accordingly. In details, the

different options are drafted according to the connections extracted.

4. Auto linking: When detecting an incomplete BPM diagram, one of the actions that
can be performed on it is auto-completion which is explained here. The second
option is auto-linking. Auto-linking is closing the gap in the disconnected nodes,

thus shutting the missing link.

The operation of connections extraction from the reference mode, is done by using a
grammar language based on an editing diagram tool. The research uses the DiaGen
framework, with an integrated recommendation service. This recommendation service
implements a graph grammar to model the meta information needed to be extracted.
In short, the reference model goes through certain stages in order to develop a certain
grammar over which the user assistance is brought about. During one of the stages,
reference model is transformed into an Abstract Syntax Graph ASG representation. The
following two figures show an example of a “Sales Department” in simple BPM

and its ASG representation, accordingly.

The ASG representation is vital for setting the rules of the graph grammar. These rules,
which are called hypergraph grammars, describe each connection in the model. Moreover,
the rules are extracted on a sequential approach. The hypergraph grammar consists of
non-terminal and terminal hyperedge used together in sequentially deduced rules called
productions. Figure [3.16] shows the hypergraph grammar productions extracted from the
“Sales Department” ASG.

Nonterminal hyperedges, presented by the light green activities in the figure, represent the

context-free edges. In one way or another, it’s an abstraction of a certain edge. On the
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Figure 3.14: Sales Department BPMN Representation
Source: Mazanek et Minas. 2009
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Figure 3.15: Sales Department ASG Representation
Source: Mazanek et Minas. 2009

other side, terminal hyperedges, the white activities, are terminally existent in the actual
ASG.

The productions introduced in the figure, are the rules of which the 4 forms of assistance
is brought about. In other words, the recommender uses these productions to produce
recommendations to users in the form of (Auto-completion, Example generation, Editing
operations or Auto-linking). The following will be an example of how to use productions

to produce assistance in the form of Example generation:

1. P4 is used, thus the current suggestion diagram is start->Flow->end. For distinction
purposes, non-terminal hyperedges start with capital letters while terminal ones start

with small letters.

2. P6 is used afterwards to determine the “Flow” non terminal hyperedge, making the

current suggested flow start->FIlElem->end.

3. P8 is chosen after that to determine the “F1Elem” non terminal hyperedge, and is

eventually replaces with the terminal hyperedge “activity”.
4. Finally, the diagram to recommend is start->activity->end.

The user receives multiple diverse shapes of recommended diagrams each depending on

the size needed for recommendation and the production used for it.



3.1 BPM recommender systems review 47

11

Poo] nl ? nl
P1)2: Poo] I : P3: m = I pool |—.—| Processl
n2 ‘ n2

*
P4: = 3——| start |—+—| Flow )——0——‘ end |

Psj6: - o—[FiElom|—e—{ Flow | | o [Filen]—

Bt

Flow

n2
activ lty

nl n2 nl
P7|8|9: FIElem = mter

activity
inter |
start

nl n2 n4 activity ns nl n2
P10-12: inter | = .—@—0

start

n3 n6 n3d

Figure 3.16: Sales Department extracted hypergraph grammar productions
Source: Mazanek et Minas. 2009

3.1.16 Towards Auto-Suggested Process Modeling — Prototypical
Development of an Auto-Suggest Component for Process Modeling
Tools

This recommender [Shitkova et al.| (2013) suggests to users what activity comes next in the
workflow. It mainly functions on the reuse of previously used business process models re-
siding knowledge databases. The implementation takes an architectural point of view that
isolates the recommendation service from the different modeling environments and nota-
tions. Moreover, the recommender’s architecture selection will be explained in the next
paragraph. On a similar topic, there are several business process languages like BPMN,
EPC and BPEL. Therefore, the authors of this research wanted to create a notation in-
dependent recommender system to broaden the knowledge database. This way, if a user
modeling on a BPMN environment may receive a suggestion coming from an information,

which is residing in the knowledge database, taken from an EPC model.

The recommender’s self contained language independent architecture, is based on the
usage of activities labels and connections. The authors proposed an interface between the
recommender and the modeling environment that transforms the business process model
from its modeling notation format to a native format, using JSON, that is stored in the
knowledge database. Furthermore, the knowledge database, existing in the recommender,
is used directly for retrieving the suggestions to the user. Extending on this matter,

deciding what model part to suggest goes through two phases:

1. Deciding which are the potential suggestions: Furthermore, the potential recommen-

dations are characterised according to how frequent the sequence appear in which
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the predecessor is similar to the last node in the reference model. For example, when
the user is modeling the business process model A->B->C, and on the same time
the knowledge database contains a sequence C->E that occurs multiple times, then
the element E is considered a potential suggestion. To check and compare element’s
labels, Levenshtein string distance measurement is utilized. Furthermore, another
factor that affects the potentiality of a suggestion is the date of usage. An element
that is used lately is most probably to be used again, thus the author proposed a
formula to calculate the score for each element. The following figure presents
the formula mentioned. The h represents the frequency of usage while a represents
the days since the element was last used. It other words, the formula interprets that
an element that is one year old will lose half of its score.

_log2
S(h,a) = h+e 365 ¢

Figure 3.17: The Recommender’s formula
Source: Shitkova et al. 2013

. Deciding which one of the potential suggestions to give back to the user: the authors

proposed two approaches. The first one implements a threshold over the score. In
details, any element having a score, obtained by the score function explained, less
than a certain threshold, will not be taken. However, this approach is not good for
usability purpose. For example, given a case where many elements pass the threshold,
then the user will be provided with excess supply of suggestions. Therefore, the
second approach suggests on a taking a fixed number of suggestions without care
about the score. Even though this method can provide the user with some unfitting

suggestions, but at least it will not spam him/her with suggestions.

Above the latter concepts, the recommender has a web interface that facilitates the in-

teraction between the recommender and the modeling tool. It handles the suggestions in

terms of communicating and interfacing them, where the models are transferred from a

notation to a native one and vice versa. In addition, it shows the user the suggestions

and applies their effect on the reference model being modeled. Furthermore, figure |3.18

elaborates how the recommender flow starts from invoking the model till enacting the

suggestion. The flows move through the following stages:

1.

2.

Initially the user selects the models he/she needs to work on.

The modeling tool invokes the modeling tool interface and passes on the model

information on to it.

. JSON-based communication occurs here.

. The recommender’s web interface then transfers the JSON object sent to the native

notation used in the knowledge database.

. Querying the database takes place next, to the retrieve the possible successors to

the last element being developed in the reference model.
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10.

11.

12.

13.

14.

15.

. After that, the result from the database querying arrives containing all the possible

suggestions.

The recommender starts to call the score function on the possible suggestions to

calculate their score values. Eventually, the result is passed on via the web interface.

. this stage, communication back to the modeling tool interface takes place with the

suggestion.

. Afterwards, the transferred suggestions are transformed back to the modeling tool

language notation through the modeling tool interface.

The suggestions are shown to the user here.

The user inserts his/her input whether to accept or reject the suggestions.

If the user takes the suggestion, then in this step it’s inserted in the reference model.
The user is shown the resulting process.

The user see the resulting process here.

16,17,18 The recommender’s knowledge database must be informed of the change
occurred in the reference model in order to update the element’s frequency and last

time used index.
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Figure 3.18: The Recommender’s flow

Source: Shitkova et al. 2013

3.1.17 Automatic user support for business process modeling

The recommender proposed in this research Betz et al.| (2006)) structurally suggests to users

what activities to come in their reference model. Generally speaking, this recommender
is based on Semantic Business Process Modeling. In details, Semantic Business Process
Models combine both business process modeling, in addition to semantic ontologies rea-
soning. The introduction of semantic reasoning helps automate the processing operation
of the models. It helps in understanding the context of the process models, thus detecting
similarities between one another. Moreover, the similarity calculation is done between
the reference model, with stored process templates. The process templates closest to the
reference model are used for recommendation. Not only is the recommender’s function-
ality based on Semantic based context similarity checking but also on business process

validation for structural errors.

The main functionality this recommender depends on is context matching based on se-
mantic reasoning. The authors implemented an approach where they translate Petri net
models, a business process management languages, to Web Ontology Logic (OWL) rep-
resentation. In short, OWL is an ambiguous format that provide reasoning over mod-
els ontologically. Moreover, the authors utilized a high-level variant of Petri nets called
Pedicate/Transaction Pr/T nets, where predicates represent places, while Transactions

represent a logical expression of which the predicates occur. Each model is transformed



3.1 BPM recommender systems review 51

from Petri nets to OWL representation, where place is represented by a concept Place,

transactions by Transactions and arcs by FromPlace and ToPlace. The following figure
[3.19] explains this more in details.

PetriNet =

Transition =
Place =
FromPlace =
ToPlace =

LogicalConcept =

> lhasNode.(Transition 1 Place)

M > lhasArc.(FromPlace UToPlace)

placeRef.Placer = lhaslogicalC'oncept. LogicalConcept
transRe f.I'ransitionn = LhasM arking.Individual Dataltem
> lhasInscription.Delete 1 FhasNode. Place

> ThasInscription.Insert N hasNode. Transition

= lhasConditon.Coonditionl = Lhas.Operation.Operationl
JhasAttribute.Individual Dataltem

Individual Dataltem = > 1hasAttribute. Attribute

Delete =
Insert =
Atrribute =
Value =

Condition =

Operation =

YhasAttribute. Individual Dataltem
JhasAttribute. Individual Dataltem

< 1hasValue.Value

hasRef.Value

forall(string) U exists(string) U and(string)
function(string)

Figure 3.19: Petri net Translation to OWL ONtology

Source: Betz et al. 2006

Building on the latter information, the similarity measurement is carried out on the labels

in the OWL transformed representations of the models. This operation takes places with

regards to three factors:

1. Syntactic factors: The authors proposed using the Levenshtein distance measure to

compare two labels syntactic similarity.

2. Linguistic factors: Syntactical measurements are not always sufficient for measuring

similarity. Thus using a linguistic library like WordNet helps close the gap provided

by syntactically different labels yet linguistically close.

3. Structural factors: According to the Tr/P nets to OWL representation shown in the

latter figure, each Petri net place it contains features. These features are Place, At-

tributes, Values and Transactions. Furthermore, the similarity check based, whether

syntactic or linguistic, takes place according to the type of feature. Figure

shows the different options and each option’s similarity check choice and weight.

In addition to the previously explained feature of semantic context similarity check, this

recommender detects violations that the new suggested addition may add to the reference

model being developed. It covers deadlock, like if an OR-split are synchronized by an

AND-join. In addition, the recommender also validates if the model contains a lack of
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Comparing Feature Measure | Weight
Places name synt sim.| 0.2
Attribute/Value| str sim. | 0.5
SuCcessor ling sim.| 0.3
Attributes name synt sim.| 0.2
sibling Attribute| ling sim.| 0.3
Values ling sim. | 0.3
Place ling sim.| 0.2
Values name synt sim.| 0.2
Attribute ling sim. | 0.5
Value reference | ling sim.| 0.3
Transitions name synt sim.| 0.2
ToPlace sling sim.| 0.4
FromPlace ling sim.| 0.4

Figure 3.20: The different proposed factors
Source: Betz et al. 2006

synchronization, if for example an AND-split is synchronized by an OR-join. This valida-
tion takes place by using reduction rules, where a structural error free model is one where

the reduction result is an empty graph.

The authors also propose for further development of the recommender to consider a mech-
anism to learn from the user’s previous behaviour to recommend a more personal oriented
recommendations. The propose the use of a classification method to classify stored ele-
ments to partitions to which the user’s behaviour can be compared to. The closest user
behaviour in addition to the context matching and criteria mentioned above bring about
a stronger user personal recommendation result. To capture the user’s behaviour var-
ious techniques can be applied. Examples of them is Support Vector Machines SVM,
Neural Nets, Bayesian Networks, Information Filtering and content-based Information

Filtering.

3.1.18 Semantic based auto-completion of business process modelling in
eGovernment

The recommender proposed in this paper Maalouf & Sokhn! (2014) tackles the use of
business process modeling in the public sector. The authors propose a business process
modeling recommender tool to auto-complete BPMN business processes models being
modeled by suggesting business process parts to the user as recommendations and the

user chooses accordingly. Moreover, the recommender is cased for public sector service
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in Switzerland. In details, Switzerland contains 26 cantons, multiple municipalities and
four official languages German, French, Italian and Romansh. Given these multilayer
dependencies, the authors had to propose an approach to make use of them to create an

agile recommender applicable in all different cantons and municipalities.

The recommender, as mentioned previously, suggests to the users what comes next in the
reference model. In details, this recommender is based on a semantic business process
models database. The recommender queries this database to retrieve closely-matching
business process models. Nevertheless, semantic business process management introduces
the usage of ontological information and semantic web technologies to make business
process modeling more context aware, thus simplifying the BPM processing complexity.
Furthermore, the first phase of installing the recommender environment is utilizing a
semantic business process models database. The authors use a database of business process
models represented with Resource Description Framework (RDF). Resource Description
Framework (RDF) is a semantic web ontology standard that can describe models using
simple text notation. The use of RDF is perfect for fast querying as there exists a language
for that called SPARQL. After having the database, they authors built an interface an
open source modeling tool. The tool is ““Core Components”. This tool allows plugins
for further enhancement and development of the recommender. Moreover, the reference
model, in BPMN 2.0, being queried on this interface is transformed into RDF and then
querying is utilized to retrieve the closest business processes are in the shared semantic

business process models database. The queries can be in the forms of:

1. Label match querying, results include matches from different languages. This is

solved with a translation mechanism that will be explained in the next paragraph.
2. Graphical match querying, for example an event E1 followed by Activity Al.
3. Role match querying: process owned/executed/published by person/role/entity.
4. Fragment match querying: look up all processes that contain a given fragment.

5. Connection match querying: look up all process that include two participants inter-

action.
6. Goal based match querying: lookup all process belonging to a certain goal.
7. Language based match querying: look up all languages in a given language.

8. The recommender uses SPARQL to query according to one of latter 7 query forms.

Consequently, the SPARQL query syntax is used accordingly.

As mentioned before, Switzerland has four different languages and if it is required from
this recommender to be generic and handle the whole of Switzerland. So, for the shared
semantic business process model database, a translation mechanism is used to handle
the languages difference. Due to German and French being the main two languages,
the mechanism handles translation from German to French, thus having a standardized

process repository. As mentioned previously, BPMN models are transformed into RDF.
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The translation mechanism is applied before RDF transformation for the sake of language
standardization. Furthermore, BPMN 2.0 standard enables XML format serialization of
the models. These XMLs can contain the names and attributes of entities in business
process models which in terms can be extended and used to acquire the corresponding
entities names. In abstract, the user receives a translation suggestion for a certain entity
and decides to accept it or not. If the translation is accepted then it’s saved for reuse in
similar labels. In details, translation process is brought about by using a local language
data TERMDAT database formed in RDF. TERMDAT is a database for handling Swiss
legal and administrative public sector technologies.Moreover, through TERMDAT the
users’ past language choices are saved. If the entity label is new and not seen before,
then an implemented dictionary is accessed. This dictionary is GATE. GATE enables the
possibility to search word in a text and matches it according to dictionary concepts. It
only works on exact matches. Consequently, in the case of no matches are found then
an external web translation API is utilized. In both cases, as mentioned before, the
translation suggestion is shown to the user and if the user chooses it then its added to the
TERMDAT local data database.

3.2 Comparison analysis

The last section described the 18 recommenders in details to present an overview of them.
As for this sub-chapter, it enriches the survey of BPM recommender systems by introduc-
ing further comparison analysis on the recommender systems. It achieves that through
implementing 4 comparison tables. The tables utilise the comparison analysis features
mentioned in chapter 2. Furthermore, the tables are considered complementary to the in-
formation presented in the last sub-section. In other words, not all information mentioned

here, are mentioned in the overview in the last sub-chapter.
Moreover, the comparison analysis tables are:

1. Method and Notation table- is used to compare the methods the recommenders are
implemented with. In addition, it compares the BPM notations of the recommenders.
It can be found in table 3.2

2. Recommendation type table- describes the recommendation type features that each

recommender possesses. It is found in table

3. Form, Repository and Common properties table- introduces the form of the recom-
menders and the type of models’ repository they utilise. In addition, it sets the

common properties for each recommender. Table is used for this task.

4. Utilities and Distance measure table- sets the utilities and distance measures for the

recommenders. This table’s features are open text field. It is in table 3.5

Lastly, table indexes the recommenders’ publications to be used in the 4 comparison

analysis tables.
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95

Publication

A Recommendation System to Facilitate Business Process Modeling

Assisting Business Process Design by Activity Neighborhood Context
Matching

Context-Based Service Recommendation for Assisting Business Process
Design

Action Patterns in Business Process Models

An Efficient Recommendation Method for Improving Business Process
Modeling

Recommendation Based Process Modeling Support: Method and User
Experience

Social Software for Modeling Business Processes

Advanced social feature in a recommendation system for process mod-
eling

Application of Bayesian Networks to Recommendations in Business Pro-
cess Modeling

10

Integration of Activity Modeller with Bayesian network based recom-
mender for business processes

11

Context-Sensitive Textual Recommendations for Incomplete Process
Model Elements

12

On the Automatic Labeling of Process Models

13

On the refactoring of activity labels in business process models

14

Supporting flexible processes through recommendations based on history

15

Business Process Models as a Showcase for Syntax-Based Assistance in
Diagram Editors

16

Towards Auto-Suggested Process Modeling — Prototypical Development
of an Auto-Suggest Component for Process Modeling Tools

17

Automatic user support for business process modeling

18

Semantic based auto-completion of business process modelling in eGov-
ernment

Table 3.1: Publications index table
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Utilities Distance measure
1 - MCSub, MCSub and xSED.
2 - Levenshtein.
3 Java. Levenshtein.
4 WordNet -
5 gSpan String Edit Distance on minDFS codes.
6 WordNet Tf-idf.
7 WordNet Tf-idf, Minkowski, Hamming distance,
Pearson’s correlation coefficient

8 WordNet Tf-idf.
9 ME, Samlam -
10 ME, Samlam, Activiti | Levenshtein.
11 Java, ANC corpus, Lik- | Lin semantic. similarity

ert scale
12 WordNet -
13 WordNet, Stanford -

Parser
14 ProM, Java -
15 DiaGen -
16 JSON Levenshtein
17 WordNet, OWL Levenshtein
18 REF, SPARQL, TER- | Semantic querying

MDAT, GATE

Table 3.5: Utilities and Distance measure comparison table
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4 BPM recommender systems survey results

The comparison analysis in the last chapter provides this master’s thesis with an infor-
mative listed overview of the BPM recommender systems. This chapter, analyses each of
the comparison tables. It achieves this by describing state of the recommenders in terms
of the analysis features. Like for example, if a certain feature value is more frequent than
the other or vice versa. In addition, this chapter provides suggestions for future work in

the field of BPM recommender systems.

4.1 Comparison analysis findings

e Method: It is noticed from table that the methods implemented for the rec-
ommendations are scattered and diverse. However, most of them are grouped by a

certain method. For example:

1. 3 recommenders are implemented with graph mining and 3 more with are im-

plemented with textual models

2. 2 recommenders utilize association rule mining, another 2 use Bayesian net-

works and 2 more are implemented with a semantic model.

Moreover, it is noticed that deep learning and neural networks are not used for any

recommender although they are considered a well-known recommendation approach.

e Notation: BPMN, Petri-nets, and EPC share the most frequent mentions in the
recommenders’ publications as mentioned in table They are the most widely
used graphical notations in BPM in general. As shown in the last chapter, most of
the BPM recommender systems depend on the graphical feature in BP models to
use it for recommendations. Therefore, BPMN, Petri-nets, and EPC are the most

frequent notations in the recommenders.

e Recommendation type: Table provides an overview of the recommendation types
for the recommenders. Moreover, there are several points to tackle for recommender

systems recommendations types:

1. The majority of the attachment recommendation types are links and service
tasks. In addition, most recommendations are single elements. This is due to
the fact that most recommenders recommend a single element in the reference

model. The element is either a link or a service task.

2. It is noted, that most recommenders suggest the next coming element in the ref-
erence model. This leads to forward recommendations to be present in majority

of the recommenders.
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3. Publication 14, as indexed in table does not cover any type of recommen-
dation because it does not recommend new elements in the reference model.
On the contrary, it suggests to the users the status of each existing model node
from a certain goal that the user defines like efficiency maximization or cost

reduction.
4. Only 3 recommenders provide textual recommendations.

e Form: As shown in table more than half of the recommenders are applications.

While 6 are concepts or frameworks proposed by their authors.

e Repository: As noted, in table [3.4] almost all the recommenders utilize a models

database, while only 1 recommender uses event logs to generate recommendations.

e Common properties: As for the common properties, the following findings are ob-
served from table [3.4}

1. Most of the recommenders contain an example in their publication. While more
than half of them performs an evaluation check to validate the recommenders

they propose.

2. Combining either social features or personalization with BPM recommender

systems rarely occurs.

3. Two recommenders mention that they lack full automation in the system they

propose. It is also noticed, they are concepts and not a full application.

o Utilities: Table shows a recurrent utility that is used in several recommenders
(7 recommenders). This utility is WordNet. Furthermore, WordNet is a lexical
database, therefore it is used in identifying the BP models’ context which heavily

depends on the textual labels of their elements.

o Distance measure: Levenshtein distance measure is a dominant approach for dis-
tance measure for BPM recommender systems. This, in addition to further distance
measures, are shown in table

4.2 Future work recommendations

The surveyed BPM recommender systems reviewed in this thesis share many innovative
approaches in their task. Each group of them, has a unique way of identifying the recom-
mendation method, the BPM context and the models similarity check approach. However,

there are always room for improvement.

In this sub-chapter, some future work recommendations are proposed for future devel-
opment in the field of BPM recommender systems. The following recommendations are

based upon shortcomings noticed in the current recommenders:
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1. The methods with which the BPM recommenders are built are few in numbers. Few
alternatives of machine learning algorithms are explored for example like association
rule mining and Bayesian networks. However, many other field in machine learning
are not utilised in this field. Examples to that are neural networks, deep learning,
k nearest neighbour and matrix factorization. These machine learning algorithms
are used in other types of recommenders. Therefore, this thesis proposes the use of

these methods in the implementation of BPM recommender systems.

2. As mentioned in the last sub-chapter, the usage of forward recommendations is
dominant. However, the other types of recommendations (Auto-completion and
Backward) are rarely covered in recommenders. Therefore, this master’s thesis rec-
ommends for future work the implementation of recommenders that include all po-
sitions of recommendations. Thus, providing the user not only with what they will
introduce to the models but an improvement to the elements already existing in the

model. This is achieved by either backward or auto-completion.

3. The recommenders are segregated into either recommenders that suggest elements
to the user or recommenders that suggests a textual change for BP model. Moreover,
no recommender so far introduces both element and textual suggestions together.
Although combining both produces a more integral recommender with more func-

tionalities fitting the user’s convenience and the quality of the BP models.

4. The field of BPM is a growing field and so is the recommendation technologies. So
collaborating between the two will bring about strong enhancement to the field of
BPM. Furthermore, this thesis reviewed 18 recommender systems where only 10 of
them are an application. Therefore, it recommends more input in this field because
of two fold. Firstly, the recommendation technologies in general are available and

secondly the BPM recommender systems field is in need of more research.
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5 Conclusion

In conclusion, BPM is a fresh field vastly used in enterprises and corporates. It handles
organizational processes by representing the relations between them, usually graphically.
Furthermore, BPM evolved over the years until it reached its current form. Nowadays,
it aims at creating efficient BPM models to achieve effective results. The tremendous
technological development in the last years introduced recommender systems in peoples’
everyday life. Recommender systems are spread all over the online services, like for exam-
ple Google’s search auto-completion, Facebook’s friends suggestion and YouTube’s recom-

mended videos.

Moreover, combining BPM with recommender systems ensures several enhancements in the
modeling process and model quality. BPM recommendations provide more optimal, less
error-prone and time and effort efficient models. Furthermore, the BPM recommendations
come in different types. There are attachment recommendations which are attached to the
existing BP model’s elements. Another type is structural recommendations. They define
whether a recommendation is a single element of a group of connected elements. Textual
recommendations are also one of the different types a BPM recommendation can be. They
represent the textual suggestions for the labels of the elements in the BP model. Lastly,
the position-based recommendation describes whether a recommendation is put forward,

backward or auto-completes the BP model.

The types of recommendations mentioned exist in current BPM recommender systems.
However, it is not clear what the technologies are used, what methods are utilized and
what the types of recommendations available for each recommender are. Therefore there is
a need to survey the existing BPM recommender systems as it provides a detailed overview

of the technologies existing and enriches the field to create enhanced BP models.

Furthermore, the methodology implemented in this master’s thesis to perform a literature
review follows a proposed framework. This literature review framework was a strong
factor in retrieving high-quality BPM recommender systems publications. Moreover, it
consists of 5 stages. In the first stage, the scope of the review is defined. The scope is
defined by setting several variables. These variables are the Focus, Goal, Organisation,
Perspective, Audience, and Coverage of the literature review. As for the second stage, the
conceptualization of the topic is defined. During it, the research key terms are defined.
For example, the key terms defined for this thesis were “BPM recommender systems”,
“Recommendation based bpm” and “Recommendation based bpm”. Moreover, the third
stage is the research phase. Around 240 publications were found, 18 of them were filtered
to be used as the core of the BPM recommender systems survey. The publications were
filtered mainly through reading their abstracts, analyzing their titles and searching for
BPM recommender systems key terms in them. The fourth phase in the framework is the

analysis and synthesis of the publications. During this phase, the approach for analyzing
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64 the 18 recommender systems was set. The proposed approach to achieve this was by
analyzing each recommender with certain features. If the recommender has that certain
feature in it, then the feature will be set. The last stage is the research agenda, in which
the reason for carrying out literature research is defined. Furthermore, the agenda for
this literature research is to explore the existing BPM technologies for the enhancement

of future development in the BPM recommender systems field.

Before the start of the survey, the analysis features over which each recommender is to
be reviewed are set. They cover various areas in recommender systems. For example,
the recommendation type of the recommender, the method it is implemented with, the
BPM notation it covers and other various features. Furthermore, the survey takes place
on two consecutive phases. In the first phase, a short detailed overview is given about
each recommender. The method it is implemented with is described, and the types of
recommendations it gives as well. In addition, the overview covers other areas as well
like the BPM notations the recommender covers and in some the recommender evaluation
process. After providing an overview for all the 18 recommenders, a comparison analysis
takes place to complement the overview provided in the first phase. It achieves this by
introducing 4 comparison analysis tables containing the analysis features mentioned before.

Finally, the comparison analysis findings are reviewed and analyzed.

After the end of the survey process, this master’s thesis reached some conclusions to be
taken into consideration for future work in the field of BPM recommender systems. The
survey showed that there are few methods with which the recommenders are implemented.
In addition, the survey indicated that there is less work in the field as expected as the whole
survey process is based on only 18 recommender systems publications. In this case, this
thesis suggests using giving more input in this field by introducing new recommendation
methods like neural networks, deep learning, k nearest neighbor and matrix factorization.
The survey also a dominant direction with recommenders by recommending only the
coming node in the model (forward recommendation). It also indicated that there are less
textual recommendations than others. That’s why this master’s thesis strongly suggests
building recommenders that provide recommendations in different positions in the BP
model. In addition, this thesis recommends introducing textual recommendations more
often to recommenders that only provide element recommendations. This creates a more

integral recommender, which in turns strengthens the quality of the BP models
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