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Abstract

Commonsense reasoning can be seen as a process of identifying dependencies amongst
events and actions. Understanding the circumstances surrounding these events re-
quires background knowledge with sufficient breadth to cover a wide variety of do-
mains. In the recent decades, there has been a lot of work in extracting commonsense
knowledge, a number of these projects provide their collected data as semantic net-
works such as ConceptNet [10] and CausalNet [11]. In this thesis, we attempt to un-
dertake the Choice Of Plausible Alternatives (COPA)! [19] [4] challenge, a problem set
with 1000 questions written in multiple-choice format with a premise and two alter-
native choices for each question. Our approach differs from previous work by using
shortest paths between concepts in a causal graph with the edge weight as causality
metric. We use CausalNet as primary network and implement a few design choices to
explore the strengths and drawbacks of this approach, and propose an extension using
ConceptNet [10] by leveraging its commonsense knowledge base.

http://people.ict.usc.edu/~gordon/copa.html
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1 Introduction

1.1 Commonsense reasoning

In the artificial intelligence field, open-domain commonsense reasoning has always
been one of its greatest challenges since its beginning. Work on this topic was mainly
dominated by hand-crafted logical formalizations of commonsense reasoning theories
made by experts [8]. However, this approach showed slow progress over the decades
due to the inherent difficulty of modelling commonsense reasoning theories by hand
that span a sufficiently broad variety of domains, and the lack of a common metric for
evaluation that can be used to assess progress and perform comparisons [4].

In the past decade, research in natural language processing has been exploring novel
reasoning approaches to commonsense that attempts to extract background knowl-
edge from a mixture of large text corpora and other crowd-sourced knowledge bases.
These new approaches to acquiring commonsense background knowledge showed
a lot of potential in solving the knowledge acquisition issue that faces open-domain
commonsense reasoning. Many projects in this field provide the result of their work as
semantic networks containing vast amounts of background knowledge such as Causal-
Net [11] and ConceptNet [22], [10]. For measuring progress, there are currently multi-
ple benchmarks used for evaluating commonsense reasoning approaches. In this the-
sis proposal, we are going to focus on one particular benchmark, the choice of plausible
alternative (COPA) [4] challenge.

1.2 COPA challenge

The COPA challenge is used in research to assess progress in open-domain common-
sense causal reasoning. It consists of a set of questions each composed of a premise
and two alternatives. The aim is to answer the question by choosing the alternative
that is most plausible, in other words, the alternative with the strongest causal relation
with the premise. A causal relationship is defined as one event causing another, which
can also be interpreted as the later event been the effect of the first.

An example of COPA question is like the following:

Premise: The man broke his toe. What was the CAUSE of this?
Alternative 1. He got a hole in his sock.
Alternative 2. He dropped a hammer on his foot.

The evaluated system has to answer such a question by choosing the most plausible
alternative based on if it is asking for CAUSE or EFFECT.

Other questions ask for the EFFECT, like in the following;:
Premise: I knocked on my neighbor’s door. What happened as a RESULT??
Alternative 1. My neighbor invited me in.

Alternative 2. My neighbor left his house.

The COPA set is organised in two sets of 500 questions each, the first 500 are the Dev
set, only used for training and tuning, while the second set is used for final evaluation.



1.3 Problem description and approach

In this thesis, we aim to introduce a shortest path approach to inferring commonsense
causality. We use CausalNet as base causal network for this task, and explore different
design choices including an extension of this network using ConceptNet.

This work is organised in two parts, in the first part we explore using CausalNet as
a causal graph, and various different design choices for measuring causality between
concepts and short texts. In the second part we explore using a combination of Causal-
Net and ConceptNet to achieve better accuracy and improve on some of the drawbacks
discovered in the first part. We also discuss various results and assumptions made
throughout the work, and propose some improvment that can be considered in future
work.



2 Related work
2.1 PMI approach

In [11], the system achieves 65.4% on the COPA test set, using the Pointwise Mutual In-
formation between words in a corpus of millions of personal stories with different win-
dow sizes and reasoning with discourse relations. The assumption they used is that
weblogs include a substantial amount of information about the causal relationships
between everyday events, they run four experiments that compare various statistical
and information retrieval approaches to exploit causal information in these stories.
The result of their experiment shows that causal knowledge is represented largely in
these stories and that using a sentence proximity approach where sentences closer to
one another are more likely to be causally related have shown the best performance.

2.2 CausalNet

In [11], the system achieves 70.2% on the test set, using a framework that automatically
harvests a network of causal-effects terms from a large corpus text, going by the intu-
ition that narrations typically describe a series of events ordered by time, and this can
be exploited to extract causal cues and model causality with causality co-occurrences.
Using this framework they implemented a metric to properly model the causality
strength between terms, then aggregated this measure for causality reasoning between
short texts.

In [20], the system achieves 71.2% on COPA test set, it focuses on the proper treat-
ment of multi-word expressions by additionally considering them a single event or
word. Their approach is based on the previous work in causal reasoning between
short tests and attempts to improve it by considering multi-word expression in their
framework.

2.3 Feature classification approach

In the SemEval 2012 Task 7 of the 6th international workshop on Semantic Evaluation
where the COPA challenge was a shared task (task 7), the winning system was the UT-
DHLT: COPACETIC System for Choosing Plausible Alternatives [2]. The best system
achieves 63.4% on the test set and uses classification based on features derived from
bigram co-occurrences and other components. The system uses four features to deter-
mine the causal relatedness between a cause and an effect, each feature computes a
value that indicates the perceived strength of the causal relation using a different mea-
sure of causality. The first feature computes the degree of relatedness between all pairs
of bigrams between the premise and each alternative, the second feature computes the
temporal relatedness between a cause and effect, the third feature attempts to capture
the degree of direct causal relatedness based on how often phrases from the premise
and alternative occur within a causal dependency, and the last feature compares the
polarity of the premise and the alternative, by mapping each word to its polarity and
deducing the overall polarity of the sentence.



2.4 Unsupervised learning approach

In [18], they propose a task-agnostic system that combines transformers [23] and unsu-
pervised pre-training [1]. The system works in two stages, a language model is trained
in an unsupervised manner on a large amount of unlabeled data in the first stage us-
ing a transformer decoder. Then in the second stage, task specific training is done to
fine tune the model for the task at hand, such as the COPA challenge, by performing
supervised fine tuning using a labeled dataset. The system achieves currently the best
score on COPA test with an accuracy of 78.6%.

Using machine learning approaches such as unsupervised learning has some im-
portant drawbacks however. First, a common drawback that most machine learning
methods suffer from is bias. Learning about the world from textual data exposes the
system to any bias in such data, which can easily happen since, especially in large cor-
pora, textual data is not fool proof reliable, and it is difficult to expect it to represent
general knowledge fairly across all its text. Another drawback of machine learning
is its poor performance on data it has never seen before, in fact it generally performs
closely to a random system when faced with situations it hasn’t seen before.



3 Initial Analysis using shortest paths

In this section, I will explain in detail our proposed approach and the methodology
adopted throughout the work done on this thesis. Our approach explores using causal-
ity and background knowledge extracted from semantic networks to tackle the COPA
challenge. We build an inference system that explores paths between concepts in these
semantic networks and infer the causal strength between them. The inferred metric
we get is then used to compute the plausibility of each alternative to the premise and
decide which answer is most plausible.

This thesis is split into two parts, in the first part, we apply our approach to Causal-
Net only and study the results. We will go through a couple of design choices based
on feedback we get from the initial reults of part 1 which will lead us to to second
part. In the part two, we explore the use of ConceptNet to tackle or attenuate some of
the drawbacks that come with using CausalNet. In Figure 1 we show an overview of
the proposed approach. We start by preparing CausalNet and the COPA questions as
input for our inference system, which in turn will run the shortest path algorithm and
compute the causality strength between the premise and each of the alternatives. As
output, the system returns the COPA questions with scored alternatives, the alterna-
tive with the highest score identified as the most plausible by the system. Additional
changes are explored as we go further, we use the results we get in the first part to
identify some areas of improvement we can work on in the scope of this thesis.

As an example of how asingle COPA question is processed, let us consider the fol-
lowing question:

P: The pond froze over for the winter = [pond, freeze,winter]

A;: People skated on the pond = [‘people,skate,pond]

Aj: People brought boats to the pond = ["people,bring,boat,pond]
Asks for: EFFECT

As output we get the follwoing;:
Aj score = S,

Ag score = Sy
if =51 > S, the most plausible alternative is M4 = A;, other wise M4 = Ay
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Figure 1: Overview of the proposed approach

3.1 CausalNet and its structure

CausalNet [11] is a network of causal relations weighted with causality co-occurrences
between concepts extracted from natural language texts. Causal cues such as "caused
by", "induce", "leads to", are used to extract these relations from a large corpus. For
example, a causal relation between the concepts "Winter" and "Ice" is represented as
a directed edge from "Winter" to "Ice", with a value 468 representing the frequency of
which these two concepts were in two different text spans with a causal cue linking
them, such as "The water turned into ice because winter is upon us" 1. A fragment of
the network can be seen in Figure 2.

In their paper [11], the causal strength of two concepts is computed based on their
co-occurrences as well as their individual occurrences in the corpus. They measure
causal strength between two terms with the insight that the connotation of causal-
ity integrates necessity causality with sufficiency causality. Considering a causal pair
(ic, je), necessity causality encoded by CSyec(ic, je) represents that the cause i, must
be present in order for the effect j. to take place, while sufficiency causality encoded
by CSsuf(ic, je)represents that cause i. is all it takes to bring about the effect j.. The
causal strength is computed by combining these two as:



Cause | Effect Causal co-occurrences
(frequency)
Winter Ice 468
Winter | Freeze 244
Ice Skate 231
Water Ice 2202
Freeze Ice 917
Pond | Water 359
Pond | Winter 90

Table 1: Example pairs in CausalNet of cause and effect and their causal co-occurences
in the text corpora

Figure 2: A fragment of CausalNet

CS(’iC, je) - CSnec(ica je))\CSsuf(im je)li)\

Their best result is achieved by setting A = 1, which effectively means that using only
the sufficency component C'S,,. is the most efficient model. Knowing this, we opt
to use CSy.. for the rest of our work as the causality metric for each pair (i, j.) in
CausalNet.

An initial exploration of CausalNet shown in Table 2 describes a large number of
edges with a relatively low number of nodes. Additionally, there is a big gap between
the highest frequency of 282927 compared to the lowest been 1. The average frequency
is at 10.53 which indicates a large number of very low frequency, in fact, nearly 45.3%
of CausalNet edges have a frequency of 1.

The first major difference between our approach and the one used by the CausalNet
paper [11] is that in our case, we see CausalNet as a causal graph with weights repre-
senting the cost of traveling a specific edge, meaning that higher causality equals lower
cost or weight. We then use this network to compute the causal strength of two terms
based on the shortest path between them. In the original paper, they only consider di-
rect relations, meaning that the causal strength is dependent on the edge between the
two terms instead of the shortest path. Since we plan to use the shortest path instead,
we need weights inversely proportional to the causal strength, this implies computing
a new causality metric in CausalNet to reflect this paradigm. This leads us to do some



Number of edges 62 675 002

Highest frequency 282 927
Lowest frequency 1
Average frequency 10.53
Frequency =1 28 429 664

Average out degree | 997.2 (max 32066)
Average in degree | 997.2 (max 33567)

Table 2: CausalNet anatomy

pre-processing of CausalNet before we apply our approach. For the rest of the work,
we will be using the inverse of the causal metric from the original work as the weight

w, of the edges.
1

B CS’VLEC
As a result, we have CausalNet as a graph with concepts as vertices and causal

weights as edges. A fragment of this graph can be seen in Figure 3, Table 3 is a subset
of the final data we will be working with.

We

Figure 3: A fragment of CausalNet with final computed wights



Cause | Effect | Frequency | CS.. W
Winter Ice 468 | 8.462 | 0.118
Winter | Freeze 244 | 8513 | 0.117
Ice Skate 231 | 40.998 | 0.0243
Water Ice 2202 | 8.462 | 0.118
Freeze Ice 917 | 26.365 | 0.037
Freeze | Winter 300 8.59 | 0.116
Pond | Water 359 | 4.066 | 0.245
Pond | Winter 90 | 1.014 | 0.985
Ice Winter 812 9.92 0.1
Ice Freeze 464 | 15.46 64

Table 3: A subset of data from CausalNet with final computed wights

20 1

10 1

Figure 4: Distribution of computed weights

3.2 Methodology

In the first approach, we build an inference system that takes as input a COPA ques-
tion, which has a premise and two alternatives or choices and asks for either the cause
or the effect. The system returns as output the alternative with the highest plausibility
to the premise based on the direction (cause or effect). We will use the examples found
in Figures 6 & 7 for illustration throughout the rest of the thesis.

In order to find out the most plausible answer, we need a reliable metric to measure
causality between the premise and each alternative. Since CausalNet only provides
causality between single terms such as ‘skate” and ‘winter’, we need to leverage this
information to get the causality between two sentences such as “The pond froze over
for the winter” and ‘People skated on the pond’. In the related work done by Causal-
Net, they used a simple straight forward approach where they aggregate all the causal
links between terms from both sentences with the intuition that each pair of terms con-
tributes to the overall causal strength between the two sentences. In this first approach,
we are going to use a similar method with the difference been, that in our case, we will
be using the shortest path between the terms instead of the direct causal link used by
CausalNet.
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Figure 5: Applying the log function on the causal weights

Premise: My body cast a shadow over the grass. What was the CAUSE of this?
Alternative 1: The sun was rising.
Alternative 2: The grass was cut.

Figure 6: Backward causal reasoning example from the COPA set

3.3 Implementation

Pre-processing

Each of the premises and the alternatives should be pre-processed in order to make
their content mappable to CausalNet. We refer to lexical analysis methods such as
tokenization and lemmatization ? to achieve this.

We start with standard tokenization of the sentences which involves breaking down
the sentence into an array of words called tokens, for example, the previous premise
can be broken down into:

The pond froze over for the winter = [The, pond, froze, over, for, the, winter]

The next step is lemmatization which consists of reducing each token to its common
base form based on its grammatical sense, this form is called a lemma. The reason we
need lemmatization is that often these sentences are using different forms of the same
word such as ‘freeze’, ‘froze’, ‘frozen” and ‘freezing’, while in CausalNet we usually
only have the base form of the word available except rare cases where we can have
more than one form. With lemmatization, we can break down a sentence into lemmas
that can be mapped directly to CausalNet without any additional processing or match-
ing. The lemmatization of the previous sentences would then output the following;:

P: The pond froze over for the winter = [pond, freeze, winter]
A;: People skated on the pond = [people, skate, pond]
Ajy: People brought boats to the pond = [people, bring, boat, pond]

’https://maelfabien.github.io/machinelearning
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Premise: The pond froze over for the winter. What happened as a RESULT?
Alternative 1: People skated on the pond.
Alternative 2: People brought boats to the pond.

Figure 7: Forward causal reasoning example from the COPA set

The final step in the pre-processing phase is balancing out each of the three sen-
tences by removing any word that occurs at least once in two different sentences, thus
keeping only unique words in each one relative to all three of them. For example, in
the previous case, the word ‘pond” occurs in all three sentences and the word “people’
occurs in both alternatives, these two words will be removed from all three sentences
giving us the final lemmas:

P: The pond froze over for the winter = [freeze, winter]
Ap: People skated on the pond = [skate]
Ajy: People brought boats to the pond = [bring, boat]

Basically this means we remove any intersections between all three sentences, avoid-
ing any redundant information that may impact or dilute the score.

Inferring causality

The inference system will be using the shortest path between terms or concepts as
a measure of causality between them. In order to compute the causality between the
premise and an alternative, the system takes as input the pairs of concepts from both
texts, then computes the shortest path for each pair, returning the path and the weight
of each edge. The score of each pair is computed as the inverse of the sum of the short-
est path weights. The causality score of the premise to the given alternative is then
computed as the average causal score, the sum of all the pair causalities divided by the
number of pairs. Contrary to the previous paper, we choose to use a more straightfor-
ward scoring by taking the average score instead of dividing the sum of the scores by
the number of active agent [11]

Preparing the input

The input to the inference system will be structured based on the result of the pre-
processing phase. We take the lemmas of the premise and the alternative and we pair
them together as a pair of concepts (cause, effect). Deciding if a concept should be in
the cause slot or the effect slot depends on the direction of causality defined based on
the question in COPA, if it is asking for the cause, then this means that the premise
is the effect of the alternative, meaning that the premises concepts should be put in
the effect slot, while the alternatives concepts should be put in the cause slot. If the
question is asking for the effect, it means the premise is the cause of the alternatives,
in that case, we reverse the slots.

This allows us to simulate looking for the cause (backward causal reasoning) and for
the effect (forward causal reasoning) by specifying the direction of the shortest path.
CausalNet is organized as cause — effect, meaning that in the shortest path, the source

11



is always the cause, and the target is always the effect, so by switching the source and
target of the path based on if we are looking for the cause or effect, we can simulate
forward and backward causal reasoning in CausalNet.

Forward causal reasoning Backward causal reasoning
(following outgoing edges from C1 to C6) (following incoming edges from C1 to C6)

(= (=)
) ©
ee o

Figure 8: Forward and backward causal reasoning using shortest path algorithm

In the previous example, the input would look like the following:

P: The pond froze over for the winter = [freeze, winter]
A;: People skated on the pond = [skate]

Aj: People brought boats to the pond = [bring, boat]
Asks for: effect

Computing causality between P and A;:

Context: [freeze,winter,skate]
Cause slots: [freeze,winter]
Effect slots: [skate]

Causal pairs to lookup: (freeze, skate), (winter, skate)

Computing causality between P and A»:

Context: [freeze, winter, bring, boat]

Cause slots: [freeze, winter]

Effect slots: [bring, boat]

Causal pairs to lookup: (freeze, bring), (freeze, boat), (winter, bring), (winter, boat)

Computing the causal score
In the previous example, the system receives as input a set of causal pairs, for which
it needs to fetch the shortest path. The first output is then a path and its edge weights

for each pair.
For example, for P and A;:

12



Data source Method Dev Accuracy % | Test Accuracy %
Gutenberg PMI (W=5) 57.8 58.8
CausalNet CSy =10 62.6 69.8

CausalNet weighted Shortest path 61 67
CausalNet weighted | Shortest unweighted path 54 54.2

Table 4: Results of the first approach using the new weighted CausalNet and the short-
est path algorithm

(freeze, skate): [freeze, ice, hOCkeY, Skate]_)[wfreeze—)icea Wice—hockey s whockeyﬁskata]
(winter, skate): [winter, skate]— [Wyinter—sskate]

The weights are used to compute the causality score of the pair of cause and effect.
The system uses the inverse of the sum of the weights as causality score since the
weights are inversely indicative of the causal strength between two concepts.

1

l
n=1 Wn

CS(cause,ef fect) =
For example, the causal score for freeze and skate can be computed as the following:

C'S(freeze, Skat@) = 1/(wfreeze—>ice + Wice—shockey + whockey—)skate)

Inferring the plausibility

We compute a plausibility score based on the causal score of each pair of concepts.
The plausibility score PS of an alternative to the relative premise is given by the sum
of all the causal scores C'S,, divided by the number of pairs (or paths) N.

n=1CSn
N
The alternative with the highest plausibility score is then returned by the inference
system as the most plausible answer to the COPA question.

PS =

3.4 Results and evaluation

In Table 4 we present results obtained using both the shortest path and the shortest
unweighted path. We also perform statistical significance test with the CausalNet sys-
tem to check the null hypothesis 3 between our proposed approach and the one used
in the previous paper.

As shown in the Table 4, using the shortest path outputs lower accuracy on COPA
then the original method used by CausalNet. Ignoring the edge weight results in a
higher score then if using the shortest weighted path, this raises a number of ques-
tions regarding the method used and the structure of CausalNet. We computed the
average path length, and found that using the shortest unweighted path method, we
get an average path lenght of 0.85, while we get and average length of 10.39 using the
shortest weighted path method. This high path length using the shortest weighted

*https://en.wikipedia.org/wiki/Null_hypothesis
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System 1 System 2 p-value (dev) | p-value (test) | p-value (all)

CausalNet Weighted CausalNet 0.0071 0.0001 0.0001

CausalNet Weighted | PMIgutenbergWW5 0.2368 0.1461 0.0553

Table 5: Statistical significance test between our system (CausalNet Weighted) and pre-
vious work

path poses question relative to the transitivity of causality from one node to another,
and the potential for the path to go out of the context of the question itself.

We can think of a number of problem areas we could focus on for this thesis. First
the method used, one of the drawbacks of using the simple aggregation of the causal
scores of the cause and effect pairs is the fact that each pair has no information about
the existence of the other terms, this approach relies on the intuition that each terms
or concept is an active agent in the causality between the two short texts and that it
is sufficient without taking into consideration any contextual information. Relying on
disjoint scores means that we lose information about the context when computing the
causality. The context consists of all the concepts, their order and sense in a short text.

Problem areas we can identify from the method used in the first approach:

Loss of information about other concepts in the same text.

Loss of information about the order of the concepts.

Loss of information about the weight of contribution of each concepts

Loss of information about the proper grammatical sense of each concept

In Figure 9, we give an example of two paths using the weighted shortest path al-
gorithm. As you can see, there is a number of out of context nodes that the paths goes
through, due to the shear density of CausalNet, every node has on average about a
thousand connection 2, meaning that a path can easily deviate from the context of the
premise and the alternative after couple of hops. In a sense, a lot of nodes in Causal-
Net are hubs connected to a large number of other nodes, which causes an issue for the
shortest weighted path algorithm resulting in long paths due to the algorithm relying
on the sum of weights of the edge and not the number of hops.

Problem areas we can identify from the data source used for the first approach:

e High density of CausalNet impacting the context of shortest weighted path al-
gorithm

e Long paths and transitivity issue

e Existence of named entities in CausalNet

Before we go further, we ran a statistical significance test to check the null hypothe-
sis and if our proposed approach is statistically significant from the previous approach
mentioned in the paper [11]. Table 3.4 shows the results of our statistical significance
test, as you can see, our system (CausalNet Weighted) is statistically significant from
the previous work. The smaller the p-value is the more significant the statistics are,
with any p-value bellow 0.1 considered significant. Our system seems to be less statis-
tically significant with the PMI Gutenburg [19] system.

14



COPA Question 13; Shortest weighted path between the premise and alternative 1

Premise: The pond froze over for the winter  freeze -> skate
Alternative 1: People skated on the pond winter -> skate

freeze i
nephrolepis
S
deadhead
hypocalcaemia a @

steerage
paraesthesia
rollerblade

graphology
foster-parent graphologist

Context: pond, people, freeze, winter, skate

[ Low relatedness to the context ]

Figure 9: Fragment of CausalNet containing weighted shortest paths from the premise
to the first alternative of question 13 of COPA

3.5 Analyzing different design decisions

This first round of results gave us insight about two sides of the problem, on one side
we have inherited weaknesses in computing causality between short text and on the
other side we have issues with the quality of the paths resulting from the complicated
and dense structure of CausalNet. These findings lead us to propose improvements
on each side with the aim of making the shortest path method more reliable for this
problem.

3.5.1 The shortest path between short text

The initial approach uses a straight forward simple method to estimate causality be-
tween short text based on the shortest path between each pair of concepts contained
in both short texts. As mentioned before, there are weaknesses to this method, the
concepts don’t have any information about other concepts in the short text, the order
of the concept is not considered either, and finally, the sense of the concepts is also
ignored. It uses a direct mapping from the short text lemmas to CausalNet, which in
theory, the intuition isthat each concepts is an active agent in the short text causality

15



context, and therefore computing the causal score of each pair between the two short
text should be enough to represent their causality to one another. While the results
reached by CausalNet using this intuition are proving that it is a reliable method, we
would like to take it further by proposing some possible solutions that can help tackle
the issues mentioned before.

The first issue would be the word sense in the short text, the main problem is that
CausalNet doesn’t store nodes with their different senses, in other semantic networks
such as WordNet [13] or BabelNet [15], the nodes of the graph are synsets, a collection
of words with the same sense. By using NLP # and WordNet, it is possible to get a
pretty accurate sense of a word in a short text, this could have been easily mappable
to CausalNet if it was built with synsets as nodes. Integrating synsets into CausalNet
would require us to annotate the nodes with WordNet synsets, this would require
rebuilding CausalNet from scratch which would go outside the scope of this thesis, so
we won’t be implementing any suggestions regarding this issues, but a brief proposal
will be discussed in the future work section.

The second issue concerns the order of the concept in the short text, conserving
such information while mapping to every single concept to CausalNet nodes is very
challenging. We could imagine some sort of algorithm that constructs the shortest path
between two short texts that starts from the first concept in the first short text and goes
through every other concepts in the exact order it is until it reaches the last concepts
in the second short text. But this might have some merit only if we assume that the
order in the short text is equivalent to its order in the timeline of the causal event,
which is not always the case in natural language. Another approach would be to store
ngrams of different sizes as nodes in CausalNet, integrating different expressions as
nodes made of different ngrams, this would require rebuilding CausalNet. Since this
would also go outside the scope of this thesis, we are not going to implement it but we
will discuss this suggestion in the future work section.

The last issue that we are going to look at regards awareness of each concept of the
other concepts in the same short text (regardless of the order). We can imagine mul-
tiple ways to somehow preserve at least part of this information when computing the
causal score, and we would like to focus on one possible approach specifically. We opt
to leverage the shortest path algorithm for this problem, so we propose an approach
where we build a new temporary node from all the concepts in a short text, this node
would contain every lemma, and will have all the edges of the nodes combined. We
will then temporary add a node for each short text in CausalNet and run the shortest
path algorithm to find the shortest path between these temporary nodes, the intuition
here is that the shortest path algorithm will have information about all the concepts
in the short text and their edges in the starting node, and would choose the best path
based on that information, which we assume should at least preserve part of the infor-
mation encoded in the short text. Further detail on the implementation and its results
are discussed in the next section.

3.5.2 CausalNet structure and path relevance

CausalNet is comprised of millions of edges, with almost half of them of frequency 1,
this isn’t an issue in the original method implemented by the CausalNet team because
they only use edge between two concepts to compute the causal score. However, our

‘https://en.wikipedia.org/wiki/Natural_language_processing
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methodology uses the shortest path between concepts to compute the score, meaning
that the density of the graph has an important impact on the path found. In our pre-
vious results, after exploring multiple paths, we notice many out of context edges that
are not relevant to the question such as in the example shown in Figure ??. In order
to reduce the chances that the shortest path algorithm would pick these edges, we try
to reduce the density of CausalNet by pruning it and reducing it to its most relevant
edges. We provide further detail on its implementation and the results found in the
next section.
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3.6 Alternative approaches
3.6.1 Measuring causality between short texts

As mentioned before, we have a number of issues with the initial methodology used
to compute the causal score between two shortest texts. Improvement can be made
in theory if we take additional steps when building CausalNet, but since this thesis
focuses on using CausalNet as is and extending it, we will focus on the third approach
mentioned previously in the discussion about the shortest path between two short
texts.

The approach consists of extending CausalNet with new temporary compound nodes
that each represent a short text. The idea is to pack as much information extracted from
a short text in a single node, then leverage the shortest path algorithm to find the best
path between two short texts. The intuition is that having a single node represents a
short text, and be aware of its composing concepts, should be able to partially preserve
context information when looking up the shortest path.

We build these new temporary compound nodes by attaching to it all the edges of
its composing concepts, if an edge is present in two concepts, we simply pick the best
edge (edge with the lowest weight).

For example, let us consider the first question in COPA:

P: The sun is rising
A1: My body casts a shadow over the grass
Ajy: The grass was cut

After preprocessing we get the following lemmas for each:

P: The sun is rising = sun, rise
A1: My body casts a shadow over the grass = bod, cast, shadow
Ay: The grass was cut = cut

In order to find the shortest path between the premise P and the first alternative A,
we first create a new compound node for each.

The sun is rising = sun_rise
My body casts a shadow over the grass = bod_cast_shadow

These nodes will have the edges of its composing concepts, for example, sun_rise
will have the edge of both sun and rise, if an edge to a concept C is present for both
sun — C and rise — C, we pick the edge with the lowest weight. Fig 10 represents an
illustration of this process.

We then simply run the shortest path algorithm from sun_rise to body_cast_shadow
like we would for any two concepts in CausalNet. Our previous methodology will
then change to using a single pair causal score instead, with this pair being the two
temporary compound nodes. The rest of the approach is identical, meaning that this
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becomes a new proposed approach is a special case of the first approach, with a single
pair instead of multiple pairs.

q AT~ 8
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Figure 10: Example of building new compound temporary nodes into CausalNet

Results and evaluation

When using the simple shortest path (unweighted) we get very close results to our
initial approach. On the other hand, if we use the weighted shortest path algorithm, we
notice an improvement on the test set of COPA at 56%, and slight under-performance
on the dev set at 53%, with an overall increase in the average score by about 0,5 at
54,5%.

Next, we take a look at the paths returned by this new approach, and overall we
tend to have similar comments as previously with the difference that now we have
only one path, intuitively it should be the best representative path that CausalNet can
return for each. Meaning that if we had to pick one path to represent each computation
between the premise and an alternative from the initial approach, we will end up with
something very close to what we get in this second approach.

A statistical signficance test between this approach and the previous one shows p-
values of 0.58650 (Dev), 0.34480 (Test) and 0.79450 (All). Since the p-values are > 0.1,
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Threshold | Dev % | Test % | avg path length
Top 20% 53.8 52 10.39
Top 40% 53 52 10.39
Top 60% 53.8 52 10.39

Table 6: Results of pruning CausalNet to the top 20%, 40% and 60% edges

this means the output of this approach is not significantly different from the previous
approach.

Looking at the average path lenght, we see very comparable results with an average
path lenght of 10.9.

What we can conclude from these results is that this approach is at least very compa-
rable to the initial single concept node approach, with slightly improved performance
on the test score, and it might be more relevant than the previous method because it
reduces the problem to the most important path between the two short texts. The sin-
gle path between two text is also more relatable for humans since we tend to reason in
a contextual manner.

3.6.2 Pruning CausalNet

We have seen so far the density of CausalNet, the number of edges relative to the
number of nodes is very high, this may not be the best conditions to use the shortest
path algorithm. While exploring the outputted paths, we find multiple examples of
path going out of context in order to reach the target, we believe this increases the
randomness of the results due to non-relevant edge been prevalent in a lot of the paths.
The most straightforward approach we can use to reduce this is pruning, by simply
applying some filter criteria on the edges, and reducing the graph to keep as much of
the relevant edge as possible.

Pruning CausalNet can be done in various ways, we will start simply by pruning
edges based on its causal scores, we apply a threshold to all edges and remove low
causality edges. We try a second approach also by applying a dynamic threshold based
on each node, we pick a threshold based on the frequency of all the incident edges of
a node. In our last approach, we go even further by taking a different perspective, we
consider the problem as a link prediction problem, basically we score each edge by
finding how probable is its existence.

Pruning by applying a global threshold

The first try is a straight forward pruning by removing the edges with lowest causal-
ity, by taking the top 20%, 40%, 60% edges of CausalNet. Results can be found in Table
3.6.2.

As you can see there is little difference if we prune CausalNet this way, it doesn’t
impact any of the issues mentioned before. The scores are very close and the average
path length is unchanged. We take a look at the previous path example to see if there
is any noticable changes in terms of out of context edges, and as you can see in Figure
??, while the first path changed a little bit, the fact is we still have out of context edges
all along the path.
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COPA Question 13; Shortest weighted path between the premise and alternative 1

Premise: The pond froze over for the winter  freeze -> skate
Alternative 1: People skated on the pond winter -> skate

freeze

phoradendron sequoia
e deadhead

@ Steerage
@ rollerblade

@ motorized

foster-parent

@ foster-child @

Context: pond, people, freeze, winter, skate

[ Low relatedness to the context ]

Figure 11: Example of building new compound temporary nodes into CausalNet

A statistical significant test between the pruned (using top 40% of the edges) shows
p-values of 1 (Dev), 0.48 (Test) and 0.58 (All). This indicates little to no statistical sig-
nificance, in fact we get a null hypothesis on the Dev set with a p-value of 1.

Pruning by applying a local or dynamic threshold

Similar to the previous pruning approach, we apply a threshold but this time in
a dynamic way, by considering a local threshold based on the target node and the
frequency of all the incident edges. For each node, we reduce its incident edges to its
top 20%, 40%, 60%, and 80%.

Table 3.6.2 shows the results of this pruning approach, overall we have the same
comments as in the global threshold version, with little noticeable change or impact
on the problem areas we are looking at.

A statistical significant test between the pruned (using top 40% of the incident edges)
shows p-values of 1 (Dev), 0.70 (Test) and 0.83 (All). This indicates little to no statistical
significance, we get a null hypothesis on the Dev set with a p-value of 1, and a very
low significance on the test set.
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Threshold | Dev % | Test % | avg path length
Top 20% 48.2 54.6 10.92
Top 40% 54.2 53 10.65
Top 60% 54.6 50.6 10.54

Table 7: Results of pruning CausalNet to the top 20%, 40% and 60% of each node inci-
dent edges

Pruning by removing lowest frequency

Alternatively we tried to prune CausalNet base on the frequency alone, the intuition
here is that since a lot of the edges (45%) have a frequency of 1, and many of these
edges end up with decent causal strength due to the fact that they generally have low
occurrence in the corpus (like some rare words or scientific terms). We can at least try
with the minimum possible threshold of > 1.

This threshold returned an accuracy of 52.4 % (Dev) and 52.6 % (Test) and very little
impact on the overall average path length. Overall the results were very similar to the
global threshold pruning method.

pruning using link prediction and scoring the edges

The idea is to score the edges using a link prediction algorithm [7] which helps de-
termine how probable is a link between two nodes . We use this new score to filter
out edges that may be not contributing much to CausalNet. The assumption here is
that, since CausalNet was not built manually, it must have collected many odd links.
The overall structure of CausalNet should be more leaning towards true causal links
then false ones, so by using link prediction on CausalNet, we can score each edge by
how probable its existence in CausalNet is and then apply a score threshold to prune it.

Link prediction algorithm:

We will be using a Global link prediction algorithm, meaning that we take into con-
sideration the whole topology of the graph.

The method we will be using is based on identifying a kernel function (or Objective
function) for the graph which is capable of predicting if there is an edge between two
nodes. In case of a weighted graph like CausalNet, it predicts the potential weight that
the edge has.

In a typical link prediction scenario, the goal is to predict future edges or missing
links, but in our case, we want to use it differently, we want to score the existing edges
and find a way to filter out “noisy” links.

In the normal case, we would need to start by identifying a kernel function that
tits our graph. For this, we chose the exponential function with a decay factor Al-
pha, which provides a score based on all paths between two nodes with longer paths
weighing less. Another parameter to consider is the K largest eigenvalues of the eigen-
decomposition of the adjacency matrix, since in practice it wouldn’t be possible to com-
pute all the Eigenvalues for such a large matrix, and we believe that smaller Ks should
perform well in predicting the scores. Since computation of the eigendecomposition
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takes a long time and rquires a lot of machine power, testing various possible values
for K is very difficult, we did try with values of 25, 100 and 300 and we didn’t notice
any significant difference, so we are fixing K at 100 for the rest of the experiment for
convenience.

We tried to test how well the exponential function (our kernel) fits the graph and
what values to give a. The function in question is as follows:

F(A) =UF\U!
With:

F(z) =ae”+p

With a been the decay factor and /3 a constant used to adjust the curve.

We split the edges into training and testing and ran a few iterations to find good a
and /3 values. We ended up with o = 0.1 and 3 = —1, the curve fitting problem can be
seen in the plot in Figure 12

Before computing the kernel function on the eigenvalues, we first normalize them by
dividing each value by the largest eigenvalue, we do the same on the target diagonal.
The reason we do this is to scale them both on the same level so we can compare and
plot.
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Figure 12: Fitting the kernel function

As you can see in Figure 12, the exponential function with decay factor « = 0.1
and a 3 = —1 has a very good fit. We also consider a different set of data just in case
CausalNet had a lot of noise by default. We take the Dev results of our first approach,
from the first 500 COPA questions, and we go through each path and collect edges that
have been present only on true positives. We call this new subset of CausalNet edges
the good edges and consider them a gold standard. We fit our kernel function on these
good edges to evaluate it and as you can see in Figure 13, the kernel function is still a
good fit.

After applying this function on CausalNet graph, we get a prediction score for every
pair of nodes, resulting in nearly 4 billion scores (Matrix of 62Million X 62Millions).
Since we are using link prediction to filter existing edges, this means we have to slice
this new matrix to only keep the scores of the existing edges.
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Figure 13: Fitting the kernel function using only confirmed good edges

Score >0 > 0.01 > 0.05 > 0.1 > 0.15

N edges pruned 7472134 | 24562563 | 55181 194 | 61 916 821 | 62512990
11.9% 39.1% 88% 98.8% 99.7%
COPA-Dev % 53.80% 51.80% 55.20% 49.80% 50.20%
COPA-Test % 57.20% 56.80% 56.40% 53% 53.60%
COPA-All % 55.50% 54.30% 55.80% 51.40% 51.90%

Table 8: Pruning CausalNet using the scores returned by link prediction

Table 8 represents our results applying various filters on the computed scores, notice
the similarity this has with the previous pruning methods, performing any filter (e.g
prediction score > x) behaves very similarly to applying the filter on the CausalNet
causal scores. This may probably be because what we are doing is using a kernel that
fits all of CausalNet, meaning that noise is already implicitly included. You can see
that we can get away with pruning a lot of the graph without losing that much. After
an initial loss of accuracy by pruning around 10% of the graph, there isn’t much differ-
ence between pruning 11.9% of the graph and 88% of the graph, a small difference of
0.3% in favor of 88%. The initial 11.9% pruned edges resulted in a loss of 6.9% in the
accuracy.

Conclusion regarding pruning CausalNet

These results leads us to believe that our understanding of the issue is still lacking,
we should probably not aim to improve the score by simply filtering out the edges,
the original paper only used direct links (no paths) so they didn’t’'t have to deal with
noise or transitivity of causality between nodes. In our case, a global approach to
pruning has little impact on our methods accuracy, we simply can’t reach and prune
the problematic edges this way.

At this point, we should think of the problem differently, we can see it as a pruning
problem where we aim to maximize the number of edges pruned while minimizing
accuracy loss. But, unless we find ways to contain the context of each question, we
will be missing the problematic edges.

From another perspective, intuitively we can say that if we use the shortest weighted
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path, then edges with very low frequency will not be prioritized by the algorithm and
that in the end, they won’t have that much impact. The issue is that low frequency in
CausalNet does not mean low causality, the causal score computed by the paper takes
into consideration the frequency of the edge relative to the overall frequency of both
extremities of the edge. In the end, we end up with a good number of these edges
with high causality due to the rarity of the concepts in the edge. This does not mean
that their causal score is bloated and not relevant, in fact, it should be seen more as
simple out of context edges relative to the COPA question. Taking this perspective into
consideration, we can think of ways to extract relevant information to a specific COPA
question while minimizing any out of context information. For this purpose, we need
to turn to other sources of knowledge such as ConceptNet, a semantic network built
from different sources and contains different types of relations representing all kinds
of knowledge. In the next section, we will propose an extension of CausalNet using
ConceptNet and ConceptNet numberbach with the aim of extracting subgraphs for
each question in COPA that contain as much relevant information as possible relative
to the context of the question.
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4 Extending CausalNet with ConceptNet

4.1 ConceptNet and ConceptNet Numberbach structures

ConceptNet

ConceptNet is a semantic network of commonsense knowledge, it was originally
built within the Open Mind Common Sense (OMCS) project from the MIT labs, and as
of version 5.5, it expanded to other different sources such as Wikitionary, "Games with
a purpose"”, Open multilingual WordNet, DBpedia, and OpenCyc.

ConceptNet is a knowledge graph that connects words and sentences in natural
language with labeled weighted edges. It can represent assertions such as:

A net is used for catching fish

This knowledge is represented as triples where concepts can be compound words
or sentences:

net UsedFor catching_fish

ConceptNet offers many different types of relations such as "RelatedTo", "TypeOf",
"Entails", "Causes", "HasProperty", "UsedFor" and more. An example of a small sub-
graph from ConceptNet with the word "thunder" as main subject can be seen in Figure

6.

! TypeOf
Causes >

HasProperty

@ UsedFor
CapableOf Entails
surprise_people e

Figure 14: A fragment of ConceptNet

ConceptNet Numberbach

ConceptNet Numberbach is a set of semantic vectors (also known as word embed-
dings) than can be used directly as a representation of word meanings. It is a snapshot
of the word embeddings provided by the ConceptNet open data project. These em-
beddings have the benefit of having semi-structured, common sense knowledge from
ConceptNet along with data from word"vecm GloVem and OpenSubtitles 2016.

The set contains concept vectors of 300 dimensions, each concept can be a term or
even an expression. It is also multilingual and shares the same semantic space across
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all languages, although in our case we will only use the English subset. In Table ??,
we describe a brief view of ConceptNet (English only) anatomy, as you can see, the
network is composed of 632 641 edges and 397 925 nodes. The large number of nodes
is due to the prevalance of compound concepts or expressions, they constitute 238 024
of those nodes. There are also 46 type of relations currently in ConceptNet, with some
of them specific such as "Entails", "Desires" and "UsedFor". While other relations are
vague, mainly the "RelatedTo" relation.

4.2 Motivation and assumptions

Our first approach uses CausalNet solely to tackle COPA using the shortest paths in-
stead of direct relations between concepts. We have seen the main weaknesses of this
approach, particularly the density issue of CausalNet and the prevalence of out of
context edges. One of the strengths of ConceptNet is its semi-structure common sense
knowledge base and the fact it captures more than causality making it great for back-
ground knowledge discovery between nodes.

Due to CausallNets structure, it would be difficult to simply extend it with new nodes
and edges from ConceptNet. The problem is in the difference of the number of nodes
and edges between the two networks. On one hand, CausalNet has 62Million edges
with around 61 000 nodes, while ConceptNet has 397 925 nodes and around 632 641
edges (English only). This difference in anatomy would mean that simply adding them
together will have little impact because of the sheer dominance of CausaltNet due to
its high connectivity, especially since a considerable amount of ConceptNet nodes are
compound nodes, meaning concepts such as catch_fish, which would be difficult to
map to correctly.

We propose then a different approach where we use ConceptNet and ConceptNet
Numberbach ° to try and reduce the issue we get concerning the out of context edges
and nodes in the intial analysis. ConceptNet numberbach can enable our system to
filter out nodes that are irrelevant to the current context, by extracting a subgraph that
only contains nodes that have a certain minimum relatedness score to the context of
the question. ConceptNet graph can then be used to filter out the edges that are un-
likely to be relevant, our assumption here is that causality should at least imply some
correlation in ConceptNet, so if two nodes in ConceptNet don’t have any path between
them, we consider the edge between them in CausalNet to be irrelevant so we filter it
out, essentially doing pruning based on which question, premise and alternative we
are processing.

4.3 Extracting context-relevant subgraph

4.3.1 Semantic relatedness of a node to a context
Example of context:
Premise: my body cast a shadow over the grass.

Alternative: the sun is rising.
Context : [body, cast, sun, rise, grass, shadow]

Shttps://github.com/commonsense/conceptnet-numberbatch
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We compute the semantic relatedness of a node in the graph to the context of the
premise and the alternative by calculating the dot products of the word vectors in
ConceptNet Numberbach of the node to each word in the context. If the node has a
relatedness score greater then a tunable threshold ¢ to at least one word in the context,
we keep it in the subgraph.

If a word is not in Numberbach, we average out all vectors of the concepts that
contains that word. For example, the word ‘feel” is not in Numberbach but the words
feeling and feelings are, so we add a new word to numberbach with a vector that is
the average of the other two vectors (this is what the numberbach team recommends
when dealing with missing vocabulary).

The relatdness measure R used with with Numberbach is computed as the following
dot product:

R(concepty, concepty) = V1. Va

With Vi and V; the Numberbach vectors of concept; and concept, respectively. The
threshold ¢ for R is to be tuned, for our next experiments we will be using 2 thresh-
olds, R > 0.25 and R > 0.5 with =1 < R < 1. Identifying the best threshold can
take a long time computing, but as we go beyond 0.5, the extracted nodes are usually
just the context nodes themselves and nothing else, which does give a decent score in
theory because it is equivalent to falling back to the direct relation method used in the
previous work [11], but we would like to focus less on the accuracy score and more
on the path quality w.r.t the current context of the question. We set R > 0.25 because
it gives a decent number of related nodes without falling back to very small context
subgraphs of only the nodes in the context. This threshold gives us a good enough
number of nodes to both see the use of shortest path and limit the out of context issue.

4.3.2 Edge relevance

Given a subgraph of only relevant nodes to the context, We go through each edge and
check it against ConceptNet. The assumption is that if there is an edge in CausalNet
between two nodes, there should be at least a path between them in ConceptNet, we
assume that causation implies some correlation, meaning some form of common sense
connecting them in ConceptNet. We then only keep edges that have a corresponding
path in ConceptNet.

Extracted subgraph based on the question context

After extracting a first subgraph made of only the nodes that have some relatedness
to the context, we extract a second subgraph from it that contains only edges that are
related in ConceptNet, essentially creating a final subgraph which has a strong relation
to the context of a specifc premise and alternativein a question. Figure 16 provides an
illustration of this extraction process.

4.3.3 Path length penalty

It is common to find a penalty factor in a number of path based relatedness approaches
[17], the intuition is that the longer the path, the more penalised it should be. This
effectively adds a factor that takes into consideration the number of hops between the
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Figure 15: An example of edge filtering

Dev % | Test %
6=1 58.6 60.2
8=09]| 59.8 63.6
8=08]| 602 64.2
B8=0.7]| 58.6 64.8
8=0.6 60 64.2
8=05| 59.8 63
58=04| 59.2 63.8
6=0.3 59 64.6
56=02]| 594 64.4
8=01]| 594 63.8

Table 9: Using ConceptNet (no edge filtering) with different 5

source and target, instead of just relying on the sum of the path weights. This factor can
be seen as a way to simulate causal transitivity, the longer the path, the more penalised
the score should be because of loss of causal transitivity from one node to another. A
penalty factor 8 can be added to causality score computation, a factor that scales based
on the length n of the path, the score equation becomes the following:

ﬁn
l
n=1 Wn

CS(cause,ef fect) =

4.4 Results and evaluation

We run a first experiment with only extracting relevant nodes and not filtering any
edges, we also try different values for the penalty factor in order to tune it to a stable
value.

In Table 4.4 we show the results of the first experiment for 3 values between 1 and
0.1. As you can see, for § < 1, there is an improvement especially on the test set. We
can say that any penalty value has some positive impact on the scores, however, it is
difficult to decide on a specific /5 since the improved scores are not consistent as 3 goes
lower. We decide to fix 3 = 0.1 for the rest of the experiments for convenience, we can
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COPA Question 1;

Premise: My body cast a shadow over the grass

Alternative 1: The sun is rising

shadow

\O/ cast

body

% body.-"--,
“cast :l
body_cast_shadow ) _..-"

' shadow :I

Context: sun, rise, shadow, body, cast, grass

Identified as irrelevant to the context
of the question using ConceptNet

Figure 16: An example of subgraph extraction using ConceptNet and ConceptNet
Numberbach

think of further future work that may be able to define a stable 3, but for our thesis
scope, this value should be fine.

In Tables 4.4 and 4.4 we show the results of multiple methods using ConceptNet and
ConceptNet Numberbach. Overall, there is an increase in accuracy across the board,
and a fair decrease in the average path length. The edge filtering method however
seems to be a little bit underwhelming, although during the experiment, it usually
filter out about 20% of the edges, it seems they had little impact on average on the
system. We do notice however that the edge filtering method helps the compound
method (add compound nodes to CausalNet) increase the accuracy on the Dev set, but
it comes with a slight decrease on the Test bringing the average score to about the same
range as non edge filtering methods.

In Figure 17 we take a look at the previous example from the COPA question 13, we
notice much more relevant paths between the concepts with no out of context edges.
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Method Dev % | Test % | Avg path length
Subgraph with top 1000 F:on’Fext related nodes 55 630 135
No edge filtering
Subgraph with R > 0.25
No edge filtering 594 63.8 3.32
Subgraph with R > 0.25
with edge filtering 56.2 60.8 3.17
Subgraph with R > 0.5
with edge filtering 56.8 64 1.71

Table 10: Extension using ConceptNet and ConceptNet numberbach

Method (compound nodes) Dev % | Test % | Avg path length
Subgraph with top 1000 F:on’Fext related nodes 56.0 0.8 379
No edge filtering
Subgraph with R > 0.25
No edge filtering 57.8 65 2.79
Subgraph with R > 0.25
with edge filtering 60 62,8 2.67
Subgraph with R > 0.5
with edge filtering 58.2 64.8 1.53

Table 11: Extension using ConceptNet and ConceptNet numberbach (compound
nodes)

Running a statistical significance test between the ConceptNet extended system and
the initial CausalNet system returns p-values of 0.0258 (Dev), 0.0254 (Test) and 0.0013
(All) (using compound nodes, edge filtering and R > 0.25). This shows statistical
significance between the method used in the first phase and the one used in the sec-
ond, which indicates that the ConceptNet extension is bringing value to CausalNet
by altering it to be usable to handle questions that failed before, this also means that
some question that didnt fail before are now failing. Runnig the same test but this
time on the original CausalNet system returns p-values of 0.0343 (Dev), 0.019(Test)
and 0.0018(All), which also indicates statistical signficance w.r.t the first CausalNet
approach.

Overall the ConceptNet extension seems to bring significant statistical difference,
which indicates potential for future work in extending or combining both networks to
overlap true positives between the two methods.
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COPA Question 13; Shortest weighted path between the premise and alternative 1

Premise: The pond froze over for the winter freeze -> skate
Alternative 1: People skated on the pond winter -> skate

skate

/

freeze

winter

Context: pond, people, freeze, winter, skate

COPA Question 13; Shortest weighted path between the premise and alternative 2

Premise: The pond froze over for the winter freeze -> bring, freeze -> boat
Alternative 2: People brought boats to the pond  winter -> skate, winter -> bring, winter -> boat

bring

freeze

winter

Context: pond, people, freeze, winter, bring, boat

Figure 17: A view on the previous paths for COPA question 13, now with better and
more relevant paths

5 Conclusion

In this work, a description of the current challenges in the field of commonsense rea-
soning was given, along with an introduction to the COPA challenge, a common eval-
uation tasks used by researchers in this problem area to evaluate and compare their
systems on a common problem. An brief overview of current related work showed
a number of varied methodologies were used to tackle the commonsense reasoning
problem using COPA as evaluation ground. A proposal to use semantic networks and
shortest path algorithm was described, which would use a dataset built in a previous
work done by the CausalNet team. The thesis work was split into two phases, an ini-
tial analysis using the shortest path on CausalNet showed different results and issues
regarding using shortest path on CausalNet. Such issues concerned CausalNet den-
sity and a number of out of context edges found in returned shortest weighted path,
as well as indifference to the contextual information of a node in the initial approach.
Some proposed solution and design choices were given, such as CausalNet pruning,
and introducing a different method to compute the shortest path between two short
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text. Results showed slight improvment, but nothing significant using such method-
ologies, a realisation that moving to a question by question context approach would
probably have better results. The second phase consisted of extracting context relevant
subgraphs for each COPA question using ConceptNet and ConceptNet Numberbach,
the idea is to extract nodes and edges that are the most relevant to the current premise
and alternative the system is processing. Initial results showed a good improvement
in accuracy, and especially good improvement in path quality w.r.t the context of the
question itself.
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6 Future work

The scope of this thesis is limited to studying different approaches that leverages short-
est path in a causal graph to determine causality between different concepts. While ex-
ploring different methodologies we came across some potential areas of research that
are outside our scope and would fit better in the future work and perspective section.

6.1 Annotated CausalNet

We focused on the context issue we had to deal with quiet a bit, and as mentioned be-
fore, one of the difficulties reside in CausalNet context-less structure where the context
of each node is unknown. In fact we can think of it as if each node is the merger of
all of its context into a single point, with all the edges converging to it. This of course
causes issues for shortest path algorithms since it makes it easy for paths to go outside
the context, in fact, the paths end up indifferent and would mix and merge all kinds of
contexts between two nodes.

One of the current standard methods to encode contextual information on a graph
node are synsets (or synonym sets) were a node is identified by an ID and a set of
synonyms or concepts that have very similar meaning grammatically. Some of the
best examples currently available are WordNet and BabelNet which see a wide area of
use across multiple fields especially NLP and Al

Theoretically, it would be possible to leverage WordNet and BabelNet along with
NLP tool kits such as the Stanford CoreNLP kit or Spacy during the building phase.
The idea is to introduce synsets once a pair of cause and effect are identified by Causal-
Net algorithm (based on some causal cue in a corpus). Instead of integrating the edge
between a pair of words representing cause and effect, we would integrate into Causal-
Net an edge between their respective synsets instead (taken either from WordNet or
BabelNet). NLP toolkits allows us to easily annotate a short text with grammatical po-
sition, which would then make it easier to map to WordNet or BabelNet.With nodes
representing synsets in CausalNet, we can have easier time to map a concept in a short
text to its corresponding node based on its context. It is also a lot easier to compute
relatedness between sysntest using either WordNet or BabelNet, other common relat-
edness approaches also exist in previous word that have fairly good success rate.

6.2 Leveraging additional data sources and corpora

During our work on this thesis, we came across different data sources that seem to
have a lot of potential for this research area. One particular corpora are movie scripts,
they have a particularity that is very hard to find in any other corpus. In a movie script,
scenes are described in writing, what the spectator is supposed to see, the meaning tat
it should convey and so on, such information is usually non existent in other natural
text due to it been implicit, part of the common sense. For example, a person playing
music, would be described in writing in a scene as someone holding an instrument, in
a bar, with people listening to him.

Such information would look different if it was told in a a blog story for example,
it may be described as " someone playing music for an audience", information that
playing music requires holding an instrument, and playing for an audience can be
done in bars, that people listen to the music, all these information is implicit in our
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natural day to day talk and is considered part of the common sense realm. since movie
scripts are designed in a way that puts everyone, actor and movie staff alike, on the
same page, it has to be very precise in describing these scenes. This corpora can be
leveraged, maybe even use CausalNet algorithm with some small tweaks on movie
scripts instead of short stories.

Other data sources that could interesting to use either for pruning CausalNet, or
simply testing purposes, are the likes of SWAG and SNLI. SWAG is similar to COPA,
as in its a multiple choice questionaire but with four alternatives ins tead of two. The
premise and alternative are automatically extracted from movie subtitles. The assump-
tion is that given te nature of movie dialogs, a lot of common sense knowledge can be
extracted from the subtitles. The intuition is that humans can anticipate the situation
given a partial description of a scene, for example: "she opened the hood of the car," we
can reason that something like "then, she examined the engine" would come next. This
is prevalent in movie subtitles, the dataset contains about 113k multiple choice ques-
tions about grounded situations, these question can be used either for testing different
approaches using CausalNet, or even used as gold standard to prune bad edges for
example. SNLI is another common sense dataset that consists of texts and a hypoth-
esis surrounding it. similar to SWAG, this can also be used to either test CausalNet
approaches, or prune noisy unreliable edges.
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