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Abstract

The goal of this thesis is to develop a video retrieval systieat supports relevance feedback.
One research approach of the thesis is to find out if a combmaft implicit and explicit rele-
vance feedback returns better retrieval results than asyssing explicit feedback only. Another
approach is to identify a model to weight existing featuregaries. For this purpose, a state-of-
the-art analysis is presented and two systems implementedh run under the conditions of the
international TRECVID workshop. It will be a basis systemfiarther research approaches in the
field of interactive video retrieval. Amongst others, it Blparticipate in the 2006 search task of
the mentioned workshop.
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1 Introduction

“If | have seen further it is because |
have stood on the shoulders of giants
[Merton, 1993].”

SIR ISAAC NEWTON
English mathematician (1754 — 1727)

1.1 The history of videos

he invention of technologies to record and to show films adeée$ began centuries ago.

In the 17th century, Christian Huygens, a Dutch physicieglised an archaic movie

projector called_aterna Magica(magic lantern). It was a very simple projector: with
an oil lamp and lenses, images — painted on glass — could lpected onto a screen. But using
this technique, it was only possible to display paintedysies. In 1839, Joseph Nicéphore Niépce
and Louis Jacques Mandé Daguerre inventeditiguierreotypelt was a type of photograph, the
image was exposed directly onto a polished surface of sindriodine vapour. The pictures could
be copied onto photo paper. In 1886, the Frenchman Louis Aogustin Le Prince created a
one lens camera which was capable of capturing movies. Ireiber 1895, the brothers Max
and Emil Skladanowsky started screening short films atMHreeté Wintergarterin Berlin. This
was the start of the cinema which became a success especidliyerica. The cinema can be
seen as the first great mass medium of the modern era [FayuB005].

An important step in the history of videos was the discovéne analogué¢elevisionas a system
for broadcasting and receiving moving pictures and sourfdstwmade it possible to reach even
more people. Analogue television encodes television médion by varying the voltages and/or
frequencies of the signal.

The technical development went forward: In 1927, the filméTDlazz Singer” was screened which
was the first feature-length motion picture with talkingsegice [Abramson and Walitsch, 2003].

1



1 Introduction

Colour TV began in the US on January 1, 1954. In the 1980’s,Mdeo Cassette Recorder
became popular. It uses magnetic tapes to record televisoatcasts.

At the beginning of this millennium in the course of rapid ietal transformation processes
another new development in technology enters and consedida important position in the video
business: The computers as multimedia equipment and o#wtes$ are going to change the
handling of videos completely. Films are consistently dazest, recorded and storeddiyital
form.

In 2003, Germany deactivated the entire old analogue bestdignal in and around Berlin and
now broadcasts only a digital signal. Digital televisioesigligital modulation and compression to
broadcast video, audio and data signals. Other regionsamdrges will follow soon [Redaktion,
2003].

Grundig Intermedia informs, that the number of DVD Recosdsid in Western Europe increased
by 400% from 2002 to 2004 while the distribution of Video Gatés Recorders decreased by 75%
[Grundig Intermedia GmbH, 2005].

The more possibilities exist to store videos in a digitahipthe more video files are archived.
People are going to build their own digital libraries. Rexal Systems have to be invented to assist
the user in searching and finding video scenes he would lilee¢ofrom many different video
files.

1.2 Information Retrieval

Information Retrieval — or better Information Storage aretriRval — is a summarising name for
all methods to prepare, store and to find knowledge from datia as text documents. These three
concepts are coherent as the preparation of data is doneaggind to store them and to enable an
easy retrieval [Luckhardt, 2006].

The importance of Information Retrieval has grown in thé few years. Web search engines such
asww. googl e. comor ww. yahoo. comare the most visible information retrieval applica-
tions. This year, Google Inc. even got ennobled as the Muarkiebster Collegiate Dictionary
now contains the vertio google” in the meaning of usintthe Google search engine to obtain
information ... on the World Wide Web.” As in, “Let me goodlatt’ as official English thesaurus
[Chmielewski and Gaither, 2006].

According to Luckhardt [2006], in the stage of data preparatit is common to detect the most
important words or elements (“descriptors”) from a docutraard to store them separately. This
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proceeding is callethdexing The more expressive these descriptors are about the tafites
documents the better. Ideally, the descriptors are catadsvalrhey can be selected manually or,
more useful having a bigger amount of data, automaticallyerg&with the list of automatic ex-
tracted descriptors does not contain needless terms,einéguords such aand not or with can
be filtered out. The list of these “non-descriptors” can beeaed. For retrieving documents by
their descriptors, both descriptors and document have twbeatenated. Such an index is called
“inverted index”. It is a matrix where each detected degoriperm has one row. Each column
conforms one document. There, where column and row medthey @1 if the documents con-
tains the descriptor term orGaif not.

The inverted is normally stored in a database or in a file.

A retrieval engine takes search terms (“queries”), scamgwrerted index for them and returns the
columns matching the query. For focusing on specific topassieval engines take advantage of
the boolean algebra. This enables the option to specifglsepreries using more than one term,
e.g.

Glasgow AND Koblenwill return columns matching both terms,

Glasgow OR Koblenwill return columns matching one (or both) terms and

Glasgow AND NOT Koblenaill return columns matching only the first term.

The first retrieval cycle in an information retrieval prosees not always provide satisfying re-
sults [Campbell, 2000b]. There are various reasons for thesterms might just not appear in the
document, the user tried unfavourable terms or he does ot kmeaningful terms and was not
specific enough.

Hence it is necessary to refine a query -expandit. This can happen manually in adding a new
term or automatically. For improving an automatic queryangon, user givéeedbackon the
relevance of items [Rocchio, 1971]. This means that he jsdge relevance of already retrieved
documents and hence signifies the direction he wants tofgp8eised on user feedback, system
can support new terms for query expansion.

1.3 Scope of the Thesis

The aim of this thesis is to develop an interactive videdeeal system. The need for such a sys-
tem has been introduced in chapter 1.1. Besides, the Infmmaetrieval Group at the University
of Glasgow this year participates for the first time in TREOY& workshop with focus on video
retrieval (read more about it in chapter 6). The researchgt@as a main focus on information
retrieval. However, a functioning video retrieval systeitl dot exist yet, as video retrieval is a
quite new field of study in Glasgow. The now in the scope of thésis developed software can
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be used as a basic system for participating in the workshsmlelvelopment was oriented on the
guidelines of TRECVID and tested using the provided 2004 dat.

Part of the development was the examination of informateiriaval techniques. A short intro-
duction has been given in chapter 1.2.

Following this short historical introduction and set ofttaccal overview to the subject, this thesis’
tasks will be presented in the following way:

Chapter 2 — Video Data Processing

In this chapter the scientific approaches are presentedtbatelevant in the scope of this thesis.
It starts with a description of the MPEG-1 video format in pte 2.1, the coding format for the
files of the relevant test set for this thesis. In chapter th&,need and the technique for shot
boundary detection is explained. After separating a video different shots, every shot can be
treated like an independent part of a video. This is adaptabparticular concerning news in a
television broadcast where — in an ideal scenario— everydisousses a new topic. In chapter
2.3, the Automatic Keyframe Extraction is explained whishluseful for a later — content-based —
presentation of the detected shots.

Chapter 3 — Video Search

In this chapter, the main challenges in video search aredotred: Chapter 3.1 explains the dif-
ficulties in dealing with the gap between low-level contdrdttcan be computed automatically
and the subjectivity of semantics in high-level human iptetations. In chapter 3.2, the semantic
visual feature ontology is presented. Chapter 3.3 intreduelevance feedback techniques which
are useful to bridge this gap. Chapter 3.4 gives a survey anagutomatic query expansion can
help users in finding the right results.

Chapter 4 — Discussion

This chapter bears a critical discussion on the differasftrielogies that have been presented in the
previous chapters. It starts with an argumentation abaub#st shot boundary detection method
in chapter 4.1. Chapter 4.2 deals with the most optimisecetion of the keyframes while the
chapters 4.3 and 4.4 contain a discussion on the featurgcéxin and the relevance feedback re-
spectively. Chapter 4.5 discusses the benefits of inteeaeéirsus automatic query expansion.
Chapter 5 — Interactive Video Retrieval

After introducing the main features in video retrieval inmndatory to have a closer look on the
idea of retrieval engines. This chapter gives a survey albteractive video retrieval. Chapter 5.1
explains the concept of video surrogates. In chapter 5&ptbblem of representing videos for
browsing usinggyoodkeyframes or fast forward techniques is introduced. In tdvep.3, a survey
is given on video indexing methods. Chapter 5.4 providesvanview on users’ video relevance
criteria. In chapter 5.5, the most important approachegi@sented.
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Chapter 6 — TRECVID

To reach comparable research in any scientific sector, @dsssary to provide scientists a broader
platform for timed presentation and alteration of their ky@specially in an advanced and contin-
uously changing sector. One of these platforms is the TRIEBOMbrkshop which is presented in
chapter 6.1. The organisers offer a data set to all particgpahich is described in chapter 6.2. In
chapter 6.3, some systems developed by participants offRESCVID workshops are presented
to give an insight and overview of recent developments. Twipge comparison between the ef-
ficiency of these systems, TRECVID creates search tasksseTéearch tasks are described in
chapter 6.4.

Chapter 7 — Software Design

The Software Crisis in the late 1960'’s [Dijkstra, 1972] leddo a reflecting how to develop and
implement software tools. Computer programs which have Ipeegrammed without any docu-
mentation became a bigger problem as it was not easy or eyawssible to continue or correct
them. This was the hour of birth for Software Engineeringahhitilises the design, use and further
development of software systems. Software systems cafssurce code and its accompanying
documents which are useful and helpful for the usage of thgram. Different approaches how
to proceed in developing a software system have been irteatdi’ he design of this system is ori-
ented on the Object-Oriented Analysis and Design (OOAD) bydh [1995]. The process covered
with this chapter is divided into a requirements analysishapter 7.1 followed by a presentation
of use cases and its scenarios in chapter 7.2.

Chapter 8 — Implementation and Documentation

A good documentation of a developed software system is ntangas it helps others in under-
standing the structure and the source code of the systers.chhpter offers a closer look at the
structure of the software. After a short overview in chatdr, chapter 8.2 explains the require-
ments and infrastructure for the system here at Glasgowddsity. Chapter 8.3 presents more
technical details about the developed parser while ch&xepresents details about the multime-
dia retrieval tool.

Chapter 9 — Evaluation

The developed system can be the base for various researhb field of video retrieval. One
research question is presented in chapter 9.1. Chapteré&s2mis the result of a simulated user
study. Chapter 9.3 explains the setting for a TRECVID usgdyst Questionnaires for evaluation
are introduced in chapter 9.4. Chapter 9.5 explains the camexrperimental procedur€hapter

10 — Conclusion and Future Work

Giving a final reflection on the finished work, this chaptenegsa conclusion in summarising its
cognitions and illustrates the course of the work in chapfed. Chapter 10.2 summarises the
findings of this thesis. In chapter 10.3, final remarks pantieas and approaches that have not
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been considered in the developed software system but that@th being focused on in a future
work.



2 Video Data Processing

“Divide and conquer”

Important algorithm design paradigm in
Computing Science

In this chapter the scientific approaches are presente@tbaelevant in the scope of this thesis.
It starts with a description of the MPEG-1 video format in jgtea 2.1, the coding format for the
files of the relevant test set for this thesis. In chapter th&,need and the technique for shot
boundary detection is explained. After separating a video different shots, every shot can be
treated like an independent part of a video. This is adaptabparticular concerning news in a
television broadcast where — in an ideal scenario— everydibousses a new topic. In chapter
2.3, the Automatic Keyframe Extraction is explained whistuseful for a later — content-based —
presentation of the detected shots.

2.1 MPEG-1

PEG-1 (also called ISO/IEC 11172) is a standard releaseddWioving Picture

Experts Group (MPEG). It was their first standard, otherlevetd later. The standard

supports the coding of audio and video in a container forrhat lait rate of up to
1.5Mbps. The quality of MPEG-1 encoded videos is not acddgtior consumer viewing but
for processing, previewing and analysing videos it is adézju Newer standards like MPEG-2
are more useful for consuming. Videos are a series of indalittames or frames displayed at a
constant rate. The MPEG-1 standard encodes its videos viridime rate of 25 frames per second.
It achieves a high compression rate by the use of motion asbmand its compensation between
frames. It uses the fact that there are little changes inittang from frame to frame. There are
usually only little movements of single objects apart fronaeges in a scene or shot. So MPEG
divides a frame into different macroblocks which can be carag across frames. If a macroblock
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appears on another frame (either because it has not movieagdrot has moved in some direction
by only a small amount), it is not encoded entirely in thedaling frame. Instead, the difference
between the two macroblocks and their motion vector is eed¢d/atkinson, 2001].

Many different algorithms can be used to detect the bestobémrk. A search in the course of
encoding brings the best results but it is also computalliparpensive. Alternatively, one can use
a logarithmic search, one-at-a-time search, three-stagiseand the hierarchical search. These
techniques are described in [Gong et al., 1996]. The ap@tepsearch algorithm used is subject
to the encoder.

2.2 Shot Boundary Detection

Coupled with the increased power of computing, contenedasanipulation of digital videos is
now increasing. To afford content-based navigation in ae@jdt is necessary to break up the data
into structured elements. In the case of video, these elsnaeeshotsandscenes

A shot is defined as a part of the video that results from ondirmeous recording by a single
camera. A scene is composed of a number of shots, while agiele\broadcast consists of a
collection of scenes. The gap between two shots is calledbsiundary. According to Zhang
et al. [1993], there are mainly four different types of conmstot boundaries within shots:

A cut Itis a hard boundary or clear cut which appears by a completeover a span of two
serial frames. It is mainly used in live transmissions.

» A fade Two different kinds of fades are used: The fade-in and thefaut. The fade-out
emerges when the image fades to a black screen or a dot. Taenfaghpears when the
image is displayed from a black image. Both effects last affames.

» A dissolve It is a synchronous occurrence of a fade-in and a fade-ou. tivo effects are
layered for a fixed period of time e.g. 0.5 seconds (12 framésks mainly used in live
in-studio transmissions.

* A wipe This is a virtual line going across the screen clearing tdescene and displaying a
new scene. It also occurs over more frames. It is commonly isms such asStar Wars
and TV shows.

As these effects exist, shot boundary detection is a ngmadttask. It is not known before, when
these effects will appear.

There have been a number of various approaches to handbeediffshot boundaries, including
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calculating pixel differences between neighbouring frapmeacroblock comparison from MPEG-
encoding, comparison of neighbouring frames using colastegrams and the comparison of
edges in frames. All approaches work well for different sigion types but cannot be used for
every shot boundary. Frame comparison based on coloumsdtance works fine on cuts but does
not detect dissolves or fades. Edge detection works effdgtin wipe and dissolve detection.

Main research on this topic is promoted at Dublin City Unsitss; Ireland. Their Centre for Digital
Video Processing is developing a digital video library edlFischlar which uses shot boundary
detection as the very core of video indexing. According toe8tan et al. [1999], Browne et al.
[2000], the following sections cover different approactiest have been implemented and evalu-
ated by this university while designing their system.

2.2.1 Shot Boundary Detection Based on Colour Diagrams

The first approach tested at Dublin washet detection based on colour histograr$iey com-
puted frame-to-frame similarities based on colours whigheared within them, albeit of the rela-
tive positions of those colours in the frame. After compgtihe inter-frame similarities, a thresh-
old can be used to indicate shot boundaries. A detailed ifgiser on that attempt can be found in
[O’'Toole, 1999]. More research in this approach has showhdlcolour-based detection has no
good threshold [Smeaton et al., 1999]. It needs dynamishimieing to work on other effects than
simple shot boundaries.

2.2.2 Edge Detection

The next approach iBdge Detectiomwhich is based on detecting edges in two neighbouring im-
ages and comparing these images. It should be possibledot @dtkinds of shot boundaries by
detecting the appearance of edges in a frame which are far fiam the ones in the previous
frame. The tested approach in Dublin used over 2 hours andidt@s of video files of different
TV broadcasts [Smeaton et al., 1999]. They spotted varieasans why their programme missed
a real cut between scenes:

* blurred images where the edges could not be defined clearly
» images with similar backgrounds or intensity edges to td-following image
« dark or bright images where the edges are not defined in amateananner

« straight cuts from a blank screen to a dark screen
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* a cut between different camera perspectives showing the saene
They also detected reasons for wrong identification of cuts:

« fast action scenes with fast moving and changing edges

camera flashes

close-up moving scenes

objects moving in front of the camera lens without beingspre on the image before

a zoom out or in, camera pan or any camera motion

computer generated scenes

interferences in the video from broadcasting or recording
e an object cut from an image

Main problems for missing cuts in all kinds of videos are cagsveen dark scenes and the detec-
tion of so-called pseudo-cuts during the credits at the érdfitm or programme.

They also found out that the detection of false shots ine®agth the quality and size of the exam-
ple videos. Since many false detection had occurred beadusanera panning and/or zooming
[Smeaton et al., 1999] they implemented a technique to cosgie these movements. This so-
lution can counter problems caused by dissolves and fadkether changes using soft colour
changes. The advantage — compared to colour based shati@eteds that this technique will
not be fooled by colour changing effects like a flash. But andther side, each frame has to be
decoded, so it runs very slowly.

2.2.3 Shot Boundary Detection Using Macroblocks

Besides, they investigated thbot boundary detection using macroblodRepending on the types
of the macroblock the MPEG pictures have different attelsutorresponding to the macroblock.
Macroblock types can be divided into forward predictionchkvaard prediction or no prediction
at all. The classification of different blocks happens wieileoding the video file based on the
motion estimation and efficiency of the encoding. If a frarnatains backward predicted blocks
and suddenly does not have any, it could mean that the fallpivame has changed drastically
which would point to a cut. This approach, however, beconfésudt to implement when there is
a shot change, and the frame in the next shot contains sintieks as the frame before.

10
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2.2.4 Evaluation

To evaluate the different attempts, the researchers tedited them on the same data set. For
a useful evaluation, they had to consider the number of felfeg¢ boundaries detected by the
method, the number of shot boundaries not detected by theosh@ind the number of actual shot
boundaries in the baseline. As estimated before, a good @uailshots where detected by the
different techniques. However, many shots were only deteby one of the three methods or by
none of the techniques.

R1 R2
AA
R3

Figure 2.1: Overlap in correct shot boundaries detectedhéyrtethods over the complete corpus
[Browne et al., 2000]

Figure 2.1 illustrates their outcome. R1 is the colour lgsaon approach, R2 is the Edge Detection
while R3 is the Macroblock method. R2 and R3 are not as sutdess R1 but their cumulated
result adds another 356 correct shots to the result of R1refdre, it makes sense to concentrate
not only on one technique but to use all techniques [Browrad. £2000].

2.2.5 Combining Shot Boundary Detection Algorithms

In his satiric novelCandide French philosopher Voltaire formed the saying of usinglibst of
both worlds[Voltaire, 1984]. It is generally applied when it is better use two alternatives in
parallel instead of selecting one alternative to benefinflmth advantages. As shown before, the
different attempts for shot boundary detection are worseetter for the different kinds of shot
boundaries. Following Voltaire, only a combination of gllp@oaches could bring the best results.
In [Browne et al., 2000], the researchers compared theskauetand decided to use a weighted
boolean logic to combine the different approaches. Thengtt favours the results of the colour
histogram method which gives best results in terms of pevéoice. If the difference value is,
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2 Video Data Processing

however, above a specific low value, it will select one of tHeeomethods. On their test data, the
combined approach had a negligible effect on precisionlf@ragrams but the news reports.

2.3 Automatic Keyframe Extraction

As the final goal is to assist the user in finding specific shiotgiatopics he is interested in, visual
tools are needed that help users find the information theyoateng for. To be more specific,
these visual tools should provide multi-point access tdittear, time-based medium of the video.
For practical purposes, information that describes thésrdrof the recorded video best should be
extracted. This representing information is called kayka Keyframes can be used as a kind of
visual index or thumbnail image while using a Graphical Us&grface. Figure 2.2 illustrates this
procedure of shot boundary detection and keyframe ideatidic.

iletected
camera shots

ety

Figure 2.2: Shot boundary detection and keyframe identifindSmeaton, 2002]

One possible and simple solution to detect keyframes iske ¢y frame e.g. the first or the
middle one as a keyframe. Although, this is a kind of randagatment in detecting keyframes,
it is used by most shot boundary detection systems in liteggBrowne et al., 2000]. However,
the frames should previously be analysed to extract key@sathat really represent the content
of the shot. Ideally, the best keyframes would be those whrehaligned to the users’ wishes.
As an example, a user might ask for a keyframe of a news reporitalections for the Scottish
Parliament which contains the political candidates. Dietgchese specific keyframes needs long
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2 Video Data Processing

term content analysis in shots.

Philips Research investigated in this approach and degdlasystem called Vitamin [Dimitrova
et al., 1997]. While detecting different cuts in a video, g&amount of frames is extracted. This
can be thousands of frames for one hour of video. Though,lhibhmes are important or convey
finding the content of the shot. That means that they usesfilteminimise useless frames: They
filter out blank (unicolour) frames or recurrent frames. For instance inadodue, both speakers
will be shown very often. Only two keyframes, one for evergaier, will be considered for
this scene. They take all frames of a shot and divide themdifterent blocks that consist of
various regions. As a frame consists of different regioimijlar frames can therefore be chosen
by comparing their blocks and regions. Summarising alld¢hespects, they state that all frames
are also accepted as keyframes if they are not too similapte\aous frame that was selected as
keyframe.
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3 Video Search

“We are drowning in information, but
starving for knowledge [Naisbitt,
1982].”

JOHN NAISBITT
American writer (born 1929)

In this chapter, the main challenges in video search aredotred: Chapter 3.1 explains the dif-
ficulties in dealing with the gap between low-level contdrdttcan be computed automatically
and the subjectivity of semantics in high-level human iptetations. In chapter 3.2, the semantic
visual feature ontology is presented. Chapter 3.3 intreduelevance feedback techniques which
are useful to bridge this gap. Chapter 3.4 gives a survey angdutomatic query expansion can
help users in finding the right results.

3.1 Features to bridge the Semantic Gap

he universe of the American TV show Star Trek is a paradisenfoirination retrieval

backed by computers. Computers are everywhere and can dg eearything to pro-

vide viewers an increasingly realistic image of a world cagd by modern media. The
survival of Captain Picards starship Enterprise is duestpdrfect, heroic crew and, above all, to
the incredible computer system. It is the computer and ilgiab, that make Star Trek seem like
a show about the future of mankind backing our fantasy witldeno technology. But are these
systems achievable, are the tasks they perform possibl&?sdreenplay writers’ vision of the
information technology’s future appears quite realisBesides technological improvements like
the voice interface, they introduced a system that hasdukhowledge about the content of data.
It brings on so called content-based retrieval.
Now in the 21st century, today’s computer systems are nofpinaerful. One of the main issues
that have to be solved in content-based retrieval is calledsemantic Gap. This is the difference
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of information between low-level data representation agttevel concepts which the user asso-
ciates with retrieved data [Urban and Jose, 2004].

To bridge this gap in multimedia retrieval, different teafues have been developed for visual
feature extraction. Following Zhao and Grosky [2002] andv&mnavong et al. [2004], integrated
features areolour, texture, shape, moti@ndtext

* Colouris one of the most commonly used visual feature in imageenedlias it is relatively
simple to extract. More precisely, the colour histogramhudtis the mainly used repre-
sentation method. It statistically describes the combpretabilistic property of the colour
channels e.g. red, green and blue.

» Thetexturesdeal with the patterns in an image presenting the propetigsnilarity that do
not result from the dominance of a single colour or intengiilyie. Three different categories
of texture-based techniques exist: Htatistical, spectraland thestructural approach

» The shaperepresentation can be divided int@undary-basedvhich uses only the outer
boundary characteristics of the entities aedion-basedvhich uses the entire region. The
feature is useful as it is invariant to translation, rotatamd scaling.

* The motionfeature is one of the most effective approaches. It is usefektract activities
in a video shot. Two different motion features are selectedmotion histogranof a shot
or thecamera motion

» Declared as to be very important is also thgt feature It can help finding the semantic
content by providing information from automatic speecloggation. Text is not considered
as low-level feature though.

These extracted so called low-level descriptors can be ased input for the extraction of higher
level information. Besides, they can be used for similamtgtching based on the descriptors. A
segmentation usually starts with shot boundary detectiea §ection 2.2) over segmentation on a
semantic level like scene segmentation. In accordanceiter al. [2005], some feature extrac-
tion approaches have been implemented and evaluated facemg higher level information. The
paper gives an overview of the state-of-the-art technekgi

» Motion SegmentationEor the object recognition, a segmentation of regions isyaskep.
An object can consist of different colours or shapes but itsion is the subject. So it is
capable to segment semantically meaningful regions.

» Video OCR:Video OCR is a special challenge as it is more difficult tharepiext OCR.
There usually is a lower resolution, additionally compleckgrounds and the text some-
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3 Video Search

times appears in a different slant. A video OCR tool congibthree steps: Text Detection,
Text Segmentation and Enhancement and Classical OCR.

Automatic Speech Recognitioi fine feature extraction method is the automatic speech
recognition. It refers to multiple cross-knowledge andlegagpion domains like acoustic,
phonetics, linguistic and lexical domains. An Automatie8ph Recognition System con-
tains different approaches. The main approaches are: Aseljmnentation, Speaker Seg-
mentation, Speaker Identification and Speech Transcniptio

Face Detection and Recognitiolihe challenge in Face Detection is to find regions in ar-
bitrary sized images that contain a human face. The probdetihat faces may appear in
different scales, rotations and head poses. An aggravitoigr is the background which
might be complex or the different illumination. As faces aom-rigid objects, a lot of varia-
tions are possible. An interesting approach is the Fis@ilapsons Video Retrieval System
developed at DCU. They implemented a system for Face Deteittithe famous American
TV show “The Simpons” [Browne and Smeaton, 2005].

Event DetectionThe major coverage in Event Detection is in the sports argaidk knowl-
edge about audiovisual features that appear in a sports igameessary (e.g. the fans will
cheer after a foul in football). In Event Detection, it is eesary to concentrate both on
the video and the audio material as they are associated. & geoerview of the different
approaches in the sports field can be found in [Adami et a03R0

Another event is a dialogue scene. There are different apgpes dealing with the detection
of dialogue scenes between two or more speakers. An ovecaewbe found in [Haber-
fehlner, 2004].

3.2 Semantic visual feature ontology

To facilitate video retrieval, it is a good approach to definkigh level semantic description of
video content, a so-called semantic visual feature. In fadot of research has been done on

incorporating semantic concepts with visual data [Koslatlal., 2006]. The aim is to enrich

traditional example-based retrieval via relevance feekllvath semantic concept models. These
models have to be trained off-line with training data.

In [Naphade et al., 2005], the authors proposed a 39-felginteveight ontology to break down the
semantic space. Their ontology — called LSCOM-Lite — hasltwers. The upper layer consists
of seven categories: Program Category, Setting/SceeeF&bple, Objects, Activities, Events and
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Graphics. The secondary layer consists of sub-categariefdr further classification. Table 3.1
shows one example category including its sub-categories.

This categorisation enables the user to find similar shatgyelay browsing to shots that have
similar visual features like a selected shot. An examplee Uiber wants to find shots that show
the face of Tony Blair. This shot is classified politics, face, person, government, leagerd
police/private security personndt would be useful to list more results matching these fiesstu

At the University of Wisconsin-Milwaukee, researchergadshis approach. They implemented
a system and ran a user study. The test included two difféyges of video searching tasks:
Visual centric taskgVCT) with particular focus on visual features of the keyfigs andnon-
visual centric task¢NCT) with focus on non-visual features of the keyframese Tést obtained
that the Semantic Visual Feature was very effective for tRa Yasks, but not for the NCT tasks
[Mu, 2006].

3.3 Relevance Feedback

For state-of-the-art retrieval systems, it is rarely plolesto retrieve relevant complex results in
the first iteration [Campbell, 2000b]. Very often, the onigi search query has to be modified,
completed or changed entirely. Thereby, retrieved resaltsserve as a new source to adjust the
query. In Multimedia Retrieval, this adjustment can bothbased on the low- and high-level
content presented in chapter 3.1 and the categorical senoautblogies from chapter 3.2.
However, to decide, which feature or which ontology is rat@for the current search, the system
needs a feedback from the user, so-called Relevance Féedble idea of including relevance
feedback to a retrieval system was first researched for égnxeval systems [Rocchio, 1971].

The iterative process of the query-based systems usuaibists of the following states:

1. The system lists retrieved results after processing@lsegery.

* Program Category

1. Politics: Shots about domestic or international pditic
Finance/Business: Shots about finance/business/caramer
Science/Technology: Shots about science and technology
Sports: Shots depicting any sport in action
Entertainment: Shots depicting any entertainment sagimection
Weather: Shots depicting any weather related news cetbull
Commercial/Advertisement: Shots of Advertisement, c@rcials

Nooh~WN

Table 3.1: Example of Semantic Visual Feature Ontology
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2. The user provides a feedback to the system e.g. in ratengetavance of a result.
3. The system updates the retrieved result list.

Thereby, it depends on the user how many iterations are segesntil a satisfying result is re-
trieved. An example is given in figure 3.1.

Refinement > Refinement >

Generatioi Q quinement.

Exectti(m o

Execution
- —

Execution

Documents Documents Documents

Figure 3.1: The iterative process of query-based syste@anpbell, 2000b]

The quality of the results also depends on the ability of ystesn to improve its retrieval. A
characteristic of existing systemshswthey react on the user’s behaviour. In this case, one can
distinguish between two approaches: explicit and imptedgvance feedback.

The explicit relevance feedba@ssumed in most current systems like [Cox et al., 2000, Rarka
et al., 1999, Tong and Chang, 2001] asks the user to rate ldhanee of a retrieved document.
The user interface of course has to provide a possibilitppat this judgement by the user. Asiitis
not always easy or feasible for the user to judge the relevaha document, this task is often seen
as a burden. In addition, one problem is, that the user daeslways want to mark the relevance
of the documents, as it means extra work for him [Xu, 1997].

A less-distracting way to gain feedback is th®licit relevance feedbackn this case, the system
observes the user’s interaction and automatically ratesddtuments he accessed before. The
advantage of this is that the user does not have to mark teearate of retrieved documents. A
disadvantage is the quality of the results which are imgyicnarked as relevant: The information
Is not as adequate and clear as frexplicit feedback. However, implicit feedback can be seen as
an effective substitute for its explicit counterpart [Wéhét al., 2002].

The relevant feedback approach relies on a quite simpliid of the real world. It assumes that
the user’s information need is static. There is no need t@igpithe user’s judgements. However,
the user’s behaviour is more chaotic. Higtionsare time dependent which is the result of giving
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inconsistent feedback and, even more importantlygibedsthe user wants to reach are also time
dependent. His search goal might change either graduaklyem abruptly as he gets new ideas
and influences from retrieved results heading into anothrectibn as originally. To handle this
non-static behaviour, Campbell and van Rijsbergen [198&p@sed théstensive Modewhich
covers“the intentionality of an information need that is assumedbe developing during the
searching sessionfCampbell, 2000a].

In this model, the search query is not only evolved on one ema@®cument which is rated as
relevant, but is dependent on the path of documents the @ssed in his search session. As
the user's goal of the search might change while the seaself,ithe model adds a temporal
dimension to the notion of relevance. Recently added dootsraee declared more important than
older results, as they should be closer to the result thewesats to achieve [Campbell, 2000Db].

Gurrin et al. [2006] evaluated methods of relevance feedbarcvideo retrieval engines working
with TV news data. They identified an optimal number of termxdmpose a new query for
feedback. They also analysed that the number of document®idbave a great effect on the
optimal number of terms. They concludetiét for shots a system will perform at or near its peak
when 7-8 terms are used to generate a new feedback query am¥ foews stories that the peak
can be found in most cases when 10-13 terms comprise the’query

3.4 Query Expansion

The original, manually entered query is most important asettare many different ways to de-
scribe the same object or event. However, it is nearly imptes$o formulate a perfect query at
first attempt due to the uncertainty about the informatioadhand lack of understanding on the
retrieval system and collection. The original query intkchwhat the searcher really wants, but
a problem is, that a query might not be precise enough or thettiaval misses videos that have
semantic similarities but no speech similarities. Foransg, if the user enters “George W. Bush”,
the results will miss keywords like “President of the U.S"Governor of Texas” in the ASR
transcript. However, some results might refer to the plaosh” which is not relevant in this case.
So, there is the need to find a way to expand a query such thaedleéined query better fits the
target topics and brings on more relevant results [Zhai.eR8D6]. A simple way to do so is to
use relevance information from the user. The content ofélevant-rated documents can be used
to form a new, expanded query expression which is ranked mesoeasures that describe how
useful its terms might be [Robertson and Sparck Jones, 188@endent how much influence the
user shall have, the expansion terms can either be addee logéhn -interactive query expansion
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— or by the system automatic query expansion

Different query expansion techniques have been tested|Begulieu, 1997, Efthimiadis, 1996].
In [Zhai et al., 2006], the authors propose amtomaticquery expansion technique. It ex-
pands the original query to cover more potential relevamtsh The expansion is based on
an automatic speech recognition text associated to theovsthets. After triggering a first
retrieval using the query);_;, the user can rate a set of shots as relevant and another set
which is rated irrelevant. They are denoted as posiiive and negativeD~ sets. Based on
the positive set, a keyword histograWlHp+ = {(a1™, W1 ™), (ax™, Wa*), ..., (am™, Wi, ")}

is computed, wherdV; ™ is the extracted keyword accompanied by its normalisedutreqy
a1 in the positive set. Another histogram based on the negattds developed similarly:
WHp- = {(ay—,Wq17),(aa~, W), ..., (amw—, Wy, )}. When starting a new search, the new
queryQ; = WHp-+ is submitted to the retrieval engine. In this step, the qiepexpanded (from
Q,_1) to alarger seQ;. The relevance of a retrieved shot is calculated by comguitie histogram
correlations. Dependent on a given sBpt normalised keyframe histograiH; is calculated
as vector productk(S) = VP(WHs, WHp+) — VP(WHg, WHp-). VP(.,.) represents the in-
ner product of the vectors. The vectdtsHs, WHp+ andWHp- are restructured by filling the
missing positions with zeros to have the same dimension.

levant Videos Initial Query
o I Soccer I

Positive Keywords

Record, tournament,
Bayem, club, conference, ...

wiigs Negative Keywords
Team, people, visit, china,
word, group, match, ...

Figure 3.2: Example for the automatic query expansion [£hali., 2006]

Figure 3.2 shows an example for the automatic query expansite original search query is
soccer The figure shows the examples of the videos ragdel/antand ratechot relevantand the
positive and negative keyword sets.

Another approach — thmteractivequery expansion — is discussed e.g. in [Magennis and van
Rijsbergen, 1997]. The idea is that the automaticallyweriterms are offered as suggestions to
the searcher, who decides which to add.

A variant is the so-calle@seudo-relevancer local feedbackXu and Croft, 1996]. It is assumed
that the top ranked documents retrieved after a first cyder@levant. They are automatically
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marked as relevant — others maybe as non-relevant — and ¢ing @utomatically expanded. Using
this expanded query, another retrieval can be done. Thaitpalwas first introduced by Attar and
Fraenkel [1977]. In this paper, top-ranked results for ayuere proposed source of information

for detecting new query terms.
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“It is better to debate a question without
settling it than to settle a question
without debating it [Joubert and Auster,
1983].”

JOSEPHJOUBERT
French moralist and essayist
(1754-1824)

This chapter bears a critical discussion on the differasftrielogies that have been presented in the
previous chapters. It starts with an argumentation abaub#st shot boundary detection method
in chapter 4.1. Chapter 4.2 deals with the most optimisecetion of the keyframes while the
chapters 4.3 and 4.4 contain a discussion on the featuracérim and the relevance feedback
respectively. Chapter 4.5 discusses the benefits of intesaersus automatic query expansion.

4.1 Shot boundary detection

In text retrieval, documents are treated as units for thpgae of retrieval. So, a search returns a
number of retrieved results. It is easy to design a systenréfigeves all documents containing
a particular word. The user can browse through the resuliye@ find parts of interest. If
documents are too long, techniques have been developechtertnate on the relevant sections
[Salton et al., 1993].

This practice cannot be used for videos. If videos are tdeasaunits of retrieval, it will not lead to
a satisfactory result. After relevant videos have beeieratd, it is still an issue to find the relevant
clip in the video. Especially as most clips have a duratioordf a few seconds. Even if these
small clips are seen as associated stories of several miofitength, it is not optimal. It is time
consuming to browse through all vidsectiongo find the relevant part [Girgensohn et al., 2005].
Visual structures such as colour, shape and texture candaefaisdetecting shot boundaries and
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for selecting keyframes [Aigrain et al., 1996].

However, seperating videos into different shots is not tast Isolution as the context of a shot
is not often clear. Very often, a shot is only understandalfien it is played in its context. A
shot e.g. showing a public square full of people waving fldgs\s nothing more than a crowded
square. Seen in its context, this crowd might be celebratingtory of their favourite football
team, celebrating the national holiday or demonstratiragres something. Keeping the context of
a video part is important for understanding it.

4.2 Keyframe Extraction

According to Yang and Marchionini [2005], current autorndteyframe techniques as presented
in chapter 2.3 are good in selecting unalike keyframes foragenting shots in a video. However,
all methods focus on physical attributes of the video fraamed not on the users’ understanding
and intention. ldeal keyframes which represent a video shotld afford the users several cues
to build visual gist. Their user study demonstrated thatsusan be highly effective in identifying
visual features to make sense of a video.

4.3 Feature Extraction

To this day, there has been no serious research which losldetectors can be used to identify
which kind of images. Dr. Xavier Hilaire from Glasgow Unigdl is working on that issue.

It is noticeable that theolour feature (dominant colour) could be useful to detect natiairad-
scapes like green grassland or a beach with a blueTekyurescould be useful to identify natural
material like clothes. Thehapefeature might mainly be useful to identify single objectsipic-
ture such as a helicopter in the sky. Searchingriotioncan help detecting moving objects such
as aeroplanes taking off. However, searching for a statiipg of a skyline might also be found
when retrieving for motion, as the traffic on the street causetion.

One approach has been worked on at the University of CaldpBerkeley. They built statistical
models toexplainthe data in a collection. Once a model has been built, it caqueeied. In
their system called Blobworld [Carson et al., 1999], theifthhe models in grouping pixels into
regions by modeling the distribution of colour, texture gusition frames. After grouping, the
regions are described using colour and texture propefiaslly, they store these models and use
them to retrieve similar images. Figure 4.1 shows an exangpleesentation in Blobworld.
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(a) original image (b) smoothed image

Figure 4.1: Creating the Blobworld representation. [Carsbal., 1999]

Even though this is an interesting approach, it is not arcéffe solution as it is necessary to create
a model for every object, which is an enormous effort.

4.4 Relevance Feedback

According to Campbell [2000b], weighted-term systems agypkement search queries by incor-
portating relevance feedback. The content of relevankethdocuments might be a richer source
of information for retrieval than the initial query. Nevieeless, it changes the role of operation and
interaction of a query-based system to a user.

Campbell [2000b] compared the techniques of manual quedjfroation versus using a relevance
feedback technique:

Initial queries probably produce only one or two results efywweak relevance. Experiments
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suggest to use the initial query, to identify the relevasules and to rate them. Manual query
modification would need several retrievals until moddocuments are retrieved. Using the rele-
vance feedback technique, each iteration could outpultsabat are increasingly relevant because
of the more relevant-rated documents which contain riami@rimation for the system.

A manual query modification has more the touch of a try-amdreanethod while using relevance
feedback, the user can have the feeling to get closer andraloth each new retrieval he triggers.
If a user tries to modify his query, he must not only have thevildedge of the subject matter to
find relevant words, but also should be able to #fiéctiveterms. Effective terms are words that
are infrequent in the whole data collection but frequenthim targeted documents. On the other
side, in using relevance feedback, the user identifiestsaatiich are, to some extent, relevant.
Many developed video retrieval systems such as the Infoamggtem from CMU (see chap-
ter 6.3.1) or the Fischlar Digital Video system (see chapir2) support single video document
feedback, but also relevance feedback where more than dee ¥an be marked as feedback. Con-
ventional relevance feedback techniques can select texchsrege features for query refinement
[Gurrin et al., 2006].

4.5 Query Expansion

Considering query expansion itis important to find out whethnique is more usefulinteractive
query expansion (IQEQr automatic query expansion (AQE)

According to Ruthven [2003], the main argument for prefgrAQE is that the system can take
advantage of using more statistical information to acqtheerelative utility of expansion terms.
Hence, it can make a better selection which terms to takeaigttount. The main argument for IQE
is that it gives more control to the user. As the user decidastwcriterias to take for relevance,
he should also be able to make a decision on which terms ceulddful [Koenemann and Belkin,
1996].

Several user studies have been done to find out the relatiiessraEAQE versus IQE.
Koenemann and Belkin [1996] showed that IQE shows a bettésnpeance than AQE for specific
tasks, while Beaulieu [1997] demonstrated that AQE givehér retrieval effectiveness in an
operational environment. The difference of their resudts partly be explained by the different
interfaces they used. Also search tasks and experimenthboh@ogy can effect the results.
Magennis and van Rijsbergen [1997] measured the effe@ssenf IQE in live and simulated
user experiments. There, they estimated the best perfaerfan making IQE decisions. They
concluded that users tend to make sub-optimal decisiongwridnexpand the query.

Ruthven [2003] investigated the potential effectivenesf. He made a user experiment to

25



4 Discussion

supplement experimental investigations of IQE decisi@akimg. The results showed that IQE
can be an effective technique compared to AQE. He claimsth®atdea that the user may be
better in identifying good expansion terms than the systeghie partly true for certain types of
retrieval. Fowkes and Beaulieu [2002] analysed that usefeplQE when dealing with complex
guery statements. They may also be more competent in tagggiecific aspects of a retrieval like
focusing on parts of the information. Ruthven’s final cosabn is that it is not easy to achieve
what are the potential benefits of IQE. His results show teatsiin particular have difficulties in
identifying useful expansion terms. This implies that denpterfaces that present terms are not
sufficient enough to allogood expansion decisions. Interfaces should support the iiatton

of relationships between data and suggested query terms.
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5 Interactive Video Retrieval

“As long as one keeps searching, the
answers come [Johnson Lewis, 1997].

JOAN BAEZ
American folk singer (born 1941)

After introducing the main features in video retrieval inmndatory to have a closer look on the
idea of retrieval engines. This chapter gives a survey aibteractive video retrieval. Chapter 5.1
explains the concept of video surrogates. In chapter 5&ptbblem of representing videos for
browsing usinggyoodkeyframes or fast forward techniques is introduced. In tdvep.3, a survey
is given on video indexing methods. Chapter 5.4 providesvanew on users’ video relevance
criteria. In chapter 5.5, the most important approachegi@sented.

5.1 Video surrogate

ideo search engines shall assist users in finding the vilegsitant. Often, these videos

are related to a particular topic which is described usinth bmages and text. This

makes it more difficult, as the user needs visual informalilkom keyframes or video
playback to judge if a video clip is relevant or not. The tegin@ is not sufficient enough to find
the desired video clip. Previous research has been coatemion text retrieval, so it is a well-
studied process. However, video retrieval as a researchifielearly untouched.

Ding et al. [1999] provided a concise representation of @&ealled video surrogate. It is also re-
ferred to as video abstraction [Lienhart et al., 1997] oesidummary [Yeo and Yeung, 1997]. As
discussed in [Mu and Marchionini, 2003a], video surrogai loe classified intaisualsurrogate
andtextualsurrogate. Textual surrogates contains metadata infaymatich as title, publisher,
date, content abstraction, closed-caption data and/erefkt transcript. Textual metadata are use-
ful for textual search.

Video frames or a “skimmed” video of the original [Christelad., 1999] are referred to as visual
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surrogates. The image features are useful for the compeoideyframes. In some cases, a set of
frame images — a filmstrip — represent a video while in otheesaa single keyframe represents
its video. Wildemuth et al. [2003a] investigated four véidas of one form of video surrogate.
They tested different speeds of fast forward by selectirgdasplaying everyNth frame from the
original video. Based on their user study, they recommenrasaférward default speed of 1:64
of the original video for representing a video. Additioyallisers should be able to control the
playback speed to adjust to personal preferences.

Hughes et al. [2003] report on an investigation of digitaleo results pages containing textual
and visual surrogates. Participating users were eyeddhttkfind out what is more important for
users: text or pictures. Their study demonstrated thatstaéstically reliable concentrate longer
on text than on images. Most people use text as an anchor kinga first judgement about a
video.

Wildemuth et al. [2003b] compared the effectiveness of tufea-only search system, a text-only
search system and a system combining both. Their resulthaasisers achieved a higher recall in
less time per search with both the transcript-only and tmeldoed system. They also measured
the satisfaction of the participants. Also, the transeoiply and the combined system performed
better than the features-only system. Their conclusiohas $earching for visual features can
become a useful supplement to transcript-only searchinghallenge in the video metadata au-
thorisation is how to integrate the visual video metadata tie textual video metadata.

5.1.1 Measuring User Performances

Video surrogates can be classified into five types [Yang eR@03] : text surrogates, still image
surrogates, moving image surrogates, audio surrogatea anchbination of these different types
— multimodal surrogates (see table 5.I8xt surrogatesombines all kinds of bibliographic meta-
data information Still image surrogatesiclude the video content after extracting the keyframes.
Moving image surrogates similar to the original video content as it contains attidudio sur-
rogatesrepresent extracted audio data such as environmental somogic or people’s dialogues.
Multimodal surrogategombine audio, visual and textual information.

As these different surrogates have been developed, it islatary to develop a method for evalu-
ating the effectiveness of the methods [Goodrum, 2001].mbthods used to evaluate surrogates
in textual datasets are inappropriate [Yang et al., 2003h@se measures are also text based and
therefore limited in their ability to consider the multimadharacteristics of video surrogates. In
[Yang et al., 2003], the researchers propose two genersgesaof user tasks — recognition tasks
and tasks requiring inference — for which they developetbp@ance measures. These two tasks
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Type of Surrogate Examples

text surrogate title, keyword, description
still image surrogate poster frame, filmstrip, slide show, video beam,
keyframe-based table of contents
moving image surrogate skim, fast forward

audio surrogate spoken keywords, environmental sounds, muysic
multimodal surrogate | text surrogate & stillimage surrogate,
still image surrogate & audio surrogate

Table 5.1: Examples of video surrogates [Yang et al., 2003]

cover the user’s ability to remember objects or actions indew surrogation. Theecognition
taskcombines object recognition (textual or graphical) anébacatecognition. Thenference task
combines gist determination (free-text or multiple-cleyiand visual gist determination. This
categorisation is consistent with the way viewers percaiveé understand images [Greisdorf and
O’Connor, 2002].

Mu and Marchionini [2003b] introduced four statistical wéd feature indexes and suggest to add
them to the video surrogate: SLM (shot length mean) — theageclength of each shot in a video;
SLD (shot length deviation) — the standard deviation of $regth for a video; OND (object num-
ber deviation) — the standard deviation of the number ofcibjper frame over the whole video
and ONM (object number mean) — the average number of objectérgame of the video. The
features can be used to indicate when a video contains rapidchanges”( am looking for a
video that goes fas)’or slow shot changes$dld style, leisurely video) or when it contains only

a few objects in the framéd video that looks simple and cleap”

5.2 Visual Presentation

Selectinggoodkeyframes is an important issue. Empirical studies [Lietger, 1965] evidence that
people have superior memory for images than for text. Butimegal, details of a picture are not
so well remembered [Mandler and Ritchey, 1977]. Poncel¢ah §998] argue thatobservers
do not remember the scene per se. Rather, they remembessttad thie scerie Admittedly, there

IS no consistengist understanding, it rather depends from person to peasgeople remember
different things from the same image. Yang and Marchior2005] conducted a study to detect
the elements that constitute thesual gist” in the users’ mind:

» Object such as cars and bridges were the most frequently mentideweBts
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» Peoplewith specific characteristic such as age, gender, dress twersecond most men-
tioned element

 After watching a scene, people got a general impressiohasdtting/environmentof the
scene

» Users often remembered antion/activity or specificeventthey saw

* They remembered about tteeme/topicsuch asViddle Eastor history

» People identified theéme setting or period according to objects they saw

» Geographical locationsuch a€Egyptian environmenwere remembered

» They infer aplot to determine whether an object or person was present or not
« Visual perception were often mentioned

They concluded that images representing videos shouldlbetse according to the motives they
present.

A user study from Ding et al. [1999] conducted that partiogamore often paid attention to
keyframes with one of the following features: text in pieusymbols, novelty, interaction infor-
mation, emotion and people.

As argued by Lindley [1997], automatically generated vislescription“alone provide very lim-
ited effectiveness for applications concerned with whataw stream is “about”. There is still
the need to add more rich text that contains more informattmout the semantic meaning of the
video part. Especially in scenes where “talking head” h@ldscture. Its visual information are
very limited in proportion to its semantic content. Thus,effiective browsing needs a combina-
tion of a visual representation and various metadata of temnal, as argued by Srinivasan et al.
[1997].

Mu and Marchionini [2003a] developed a tool called VAST (&dAnnotation and Summarization
Tool) for integrating both semantic and visual metadatardsulting metadata are a key component
for the Open Video Digital Library Toolkit

5.3 Video Indexing

There are two means to authorise video surrogates: by huonangomatically.
According to He et al. [1999], the manual authorisation iserexcurate but very time consuming.
The automatic metadata authorisation usually utilisesastl physical features such as motion,

lsee section 5.5.1
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shape, colour or brightness.

Images and videos are traditionally indexed manually, dnogetalledconcept-basedideo index-
ing [Enser, 2000]. In this approach, linguistic terms aredu® represent, index and retrieve the
non-linguistic content. However it can become difficult floe user to use words to describe a mul-
timodal video he has in mind. Thus, a method that combindgaéwisual and spatial information
is needed to help users in forming their queries. This newcsmh is calleccontent-basedideo
indexing approach. Videos can be indexed based on low{eagires such as colour, texture and
shape and on high-level features such as events, peoplgeatb

Concept-based video indexing methods are highly expressivalso, it involves a loss of infor-
mation during the media transformation process. And of @it requires more human labour.
Content-based indexing methods can be automated and cdreéper and faster. However, they
have the limitation of the semantic gap between the usemtigg and the content feature that
can be detected and indexed automatically. Yang et al. [2@@dtBrowne et al. [2002] tested the
performance of a concept-only retrieval system and a coaabsystem. No significant difference
in performance were detected. Further analysis showedaonaept-based video retrieval is work-
ing best forspecificsearch topics. The combination of concept- and contergebaisleo retrieval
showed advantages fgenericsearch topics such dwmad with vehicles”.

According to [Munesawang and Guan, 2005], interactiveesystneed aelf-adaptatiorprocess
to achieve a high retrieval performance under a minimal ugmrt. Traditionally, the relevance
feedback paradigm is entirely dependent on the amount dbfek samples [Naphades et al.,
2001] and the ability of the searcher to give a consisterttiaek.

5.4 Relevance Judging

For creating a retrieval system that supports the user,imjmrtant to find out more about his
needs and preferences [Payette and Rieger, 1998]. It isat@wydo find out how people make
relevance judgements when searching for video data. Reteva one of the central concepts in
information science. The two most common criteria to evigtize effectiveness of information re-
trieval systems — recall and precision — are relevanceehd%eo different definitions for relevance
exist in literature:system-orientedelevance andser-orientedelevance [Yang and Marchionini,
2004]. The focus in the system-oriented definition is sethenrelations between a specified re-
trieval request and the returned documents. The usertedeadefinition is concentrated on the
relations between the users’ information needs and thievett documents.

Yang and Marchionini [2004] interviewed various expertéinal out“what relevance criteria do
people use when they search videos, and in particular, wisail criteria do they apply” An
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analysis of their interviews generated three categorie®lezance criteriatextual, visualand
implicit criteria. The users started their video selection genebased upon textual information.
They provided topicality, recency, authorship, genreatlan, reviews or prices. Topicality was
the most important criteria for them. Nearly all participgwanted to see some visual information
such as videos or images before making a final selection. frremtioned different visual crite-
ria they were interested in such as cinematography, obgsetsts, motion and style. Sometimes,
the final selection about which video to choose was not aftebly the actual video content, but
by some subjective or implicit criteria such as personariggt, familiarity, accessibility or sug-
gestiveness. The result of this interviews are in line wité tesults regarding image relevance
judgements reported from Markkula and Sormumen [1998].

5.5 Approaches

A wide variety of participants from industry and academytipgrate in the annual TRECVID
workshop? Here, the most successful systems are based on differemzaes:

The Dublin City University system supports an image-pkd-search and, for query refinement,
a relevance feedback mechanism. The user may decide foseaoth which features of a video
or image similarity shall be taken into account for refinetj@wooke et al., 2004].

The system developed at the Imperial College offers thethegoossibility to weight various im-
age features e.g. example-based search, a relevance dkexjistem and a visualisation system
that also presents keyframes that elieseto a selected keyframe [Heesch et al., 2004].

The system of Amsterdam University (MediaMill) is based groaverful semantic concept detec-
tion system. Users can search by keyword and example assu@yl eoncept [Snoek et al., 2004].
Informedia from Carnegie Mellon University includes thehlirology for image video feature de-
tection and enables the searcher to weight under theseta$@adstel et al., 2004].

5.5.1 The Open Video Digital Library

The University of North Carolina at Chapel Hill establisheatl open repository of videos which
can be used in a variety of ways. Providing this digital Ifigra it is calledOpen Video Digital
Library® — is motivated by theoretical and practical goals.

A theoretical goal is to evaluate tisarium concedor digital libraries [Marchionini, 1999]. This
idea takes the leverage human time, afford and resourceaagebunt. Thanks to the Internet, it is

2A more detailed survey on TRECVID and its systems will be giirechapter 6.
Shtt p: / / www. open- vi deo. or g
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easily possible to get people involved which is very impatitas a digital library has no physical
place or reference support like a classical library.

Another theoretical goal is to understand the browsing @adching via electronic equipment. In
classical libraries, catalogues and pointer informati@nsitioned more far away from the texts,
tapes and other media. A digital library offers both the aktaxt and index aides in the same
interface. For users, this is more convenient. Intereltitigjs capacity leads to new behaviour and
information-seeking strategies [Marchionini, 1995]. 8w digital library offers the opportunity
to study this behaviour.

Thirdly, a goal is to evaluate a framework for digital libyanterfaces. As they are analogue to the
library space and the librarian services, they are most itapofor the success of digital libraries.
One practical goal of the project is to set up a digital lilgrar research, development and testing.
Content characteristics like the visual quality of avdiakideos are relevant for the testing result.
An open library has advantages for research groups in diffexays: At first, they do not have to
worry where they can obtain video data for their researckenT bising the same video data makes
the work of different groups comparable as all have to detll thie same quality of data.

A practical side effect is the chance to provide library sceestudents the possibility to test and
train their skills on digital library systems.

Finally, an overall idea is to offer an open repository fagithl library to the public [Marchionini
and Geisler, 2002].

“The OV aims to archive video that people or institutions wemshare with the education and
research communitiegMarchionini, 2003].

5.5.1.1 Evolution and current Status

First efforts from the University of North Carolina at Chapll to provide a digital library started
in 1996. At that time, they worked with Discovery Channelead with a view to provide material
to middle school science in the Baltimore Learning CommuRiiject. Therefore, they indexed
short segments of the videos and joined them with imagesextcgihd hyperlinks in a dynamic
guery user interface [Marchionini et al., 1997].

In 1999, the project evolved. The researchers startediicgeatpublicly accessible digital video
repository. The usefulness about such an repository wasstied at both the SIGIR workshop and
at a retrieval symposium hosted in Chapel Hill. In this yeafirst framework was implemented
[Slaughter et al., 2000].

The initial framework provided 120 files in MPEG-1 format. éfhwhere segmented into eight
different programs obtained from the U.S. government. Inrgp2000, videos collected for the
Carnegie Mellon Informedia Project, Prelinger Archivas] the Howard Hughes Medical Institute
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were added to the repository [Marchionini and Geisler, 2002
In 2004, they collected 2039 video files, all together halrabyte of size. Table 5.2 (taken from
[Geisler, 2004]) shows the structure at that time:

Genre Duration Colour Sound Format
Documentary: 494 < 1 min.: 182 Colour: 988| with sound: 1643 MPEG-1: 1403
Educational: 186 | 1to 2 min.: 249 | B&W: 1040 | silent: 385 MPEG-2: 1067
Ephemeral: 1140 | 2 to 5 min.: 340 MPEG-4: 409
Historical: 187 5to 10 min.: 320 Quicktime
Lecture: 16 > 10 min.: 918

other: 5

Table 5.2: Characteristics of 2004 OVDL content

According to the Interaction Design Laboratory [2006], tie@ository currently contains eight
different collections:

1. University of Maryland HCIL Open House Video Reports
2. The Informedia Project at Carnegie Mellon University

3. Internet Moving Images Archive

4. 2001 TREC Video Retrieval Test Collection

5. CHI Video Retrospective

6. Digital Himalaya Project

7. NASA K-16 Science Education Programs

8. William R. Ferris Collection

The developers at Chapel Hill focus their work on user igiggfdevelopment. That is why they aim
to use as many open source products to set up and run the syBigitalisation of the available
video data is done in their Interaction Design Lab. Howenewer files are already submitted in
digital form. The segmentation is done manually by studelbis considered as a good exercise
for them to get in touch with the video material. For keyfraex¢raction, the staff mostly used
the MERIT software suite from the University of Maryland [Kla et al., 1998]. The keyword
identification also is mainly done manually [Marchioninda@eisler, 2002].
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5.5.1.2 Graphical Interface

The Open Video Project provides a web-based user interfdeehwvas redesigned in 2004.
Mainly, the visual style was redeveloped, as now, CSS filexerated for layout and style pages.
The optimised CSS are the best possible compromise betweetidnality and appearance in
supported browsers [Geisler, 2004].

S als] The Dipen Video Project

Figure 5.1: Open Video Graphical User Interface — Start Pagesler, 2004]

Figure 5.1 shows a screenshot of the actual interface. tigee the chance to trigger a quick
search in entering a search query and the chance to brovmegththe collections according to
different features (compare to table 5.2). On the front pagalso lists all collections so that
the user can quickly access them. A special feature can belfon the right-hand side of the
interface: The newest and the most popular videos are l&gtpdrately to catch the user’s eye.

The search results (see figure 5.2) are listed in a classayastarting with the most relevant results.
The order and the size of the result display can be changedatiarby the user. This visual
preview presents a sample keyframe and the most importaadate concerning each result. On
the left-hand side of the result list, the user also gets pip@dunity to modify his search criteria
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Eistaraative Lnfarmation Assistent [1998)

Figure 5.2: Open Video Graphical User Interface — ResuliggGeisler, 2004]
5.5.2 YouTube

Interactive web-based Video Retrieval is getting more irtgudt as both retrieval giants Yahdo!
and Google are working on their own video retrieval engine. In addititbere are numerous
video search engines suchwasw. t r uveo. comandwww. bl i nkx. com However, another
system called YouTul§e- firstly presented in February 2005 [Jefferson, 2005] — isetiily more
popular than its competitors. Alexa Internet raivksiTube. comas20" most visited site on the
net [Alexa Internet, 2006].

YouTube is a website that allows users to upload and shae®sidlrhe uploaded video collection
consists of movies, TV show clips, music videos and homeosdeA retrieval is based on text
queries indexed using a concept-based method. To play sjiddenTube uses the Macromedia
Flash technology. These video feeds can easily be embedtteWeblogs or other websites like
MySpace [YouTube, 2006b].

“htt p: // vi deo. sear ch. yahoo. com
Shtt p: // vi deo. googl e. com
Shtt p: / / www. yout ube. com
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5.5.2.1 Concept

In March 2006, approx. 20.000 new videos were uploaded alaryshared with millions of users
[Woolley, 2006]. The problem with this content is that maisit @ not of a good quality. As digital
cameras and simple publishing software is relatively chié@pnatural that there is such an explo-
sion of media creation. Although the platform will have arpontant place as social phenomenon
— “hey guys, check out this cool video!” [Weber, 2006].

When uploading a video, the user manually has to describeide® and classify it into the fol-
lowing categories [YouTube, 2006a] using keywords:

1. Art & Animation
Autos & Vehicles
Comedy
Entertainment

Music

o o k~ w N

News & Blogs
7. People
8. Pets & Animals
9. Science & Technology
10. Sports
11. Travel & Places
12. Video Games

These keywords and the descriptive text is used for refrieva

It is not allowed to upload copyright protected video matefut due to the mass of uploads and
the miss of control, such material can be found continuouslgeneral, YouTube only discovers
these files when they are reported by users or the originagirighp holder. So in February 2006
for instance, YouTube was forced to remove copyrighted NBIEwclips from their site [Woolley,
2006].
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5.5.2.2 Graphical Interface

According to Shannon [2006], YouTube’s main interface is thain reason for the success of
this start-up company. It has, except for minor changesaneea structurally unchanged since its
start in 2005. As many videos are updated every day, it isagueed that the content of the page
changes continuously. So it has the potential to stay istieig for visitors.

Although, one condition to stay interesting is the need anise the content. The interface
makes it easy to search and filter what users want to see. famp@ also the relationship between
user and publisher. Consumers join in the responsibilitpublishing while publishers focus
on offering the best platform. It makes it easy for users mdy ¢o share their videos but also
commenting other users’ video publications.

m SignUp | Log In | Viewing Histary | Help
YOII TII Broadcast Yourself T [Videos | [ Bearch |

Home Videos Categories Groups Channels Upload
MyVideos | MyFavorites | MyFriends | Mylnbox | MySubscriptions | MyPlaylists | MyGroups | MyProfie
Director Videos Broadcast Yourself on YouTube

Watch Instantly find and watch millions of fast
streaming videos

Upload Ouickly upload and tag videos in almost
anyvideo forrat

Share Easily share your videos with family,
friends, or to-workers

Member Login

User Name: |
Featured Videos See More Videos Password: |
I <inosh - Eoxman
05:19
An original music viden created by Anthany Padilla and lan Hecox
{including lyricsocals)
Wiatch this video In higher quality & download at hito:hvww.smash.com MiREE S NEWALTEDITURS
I =
Musicians
hp:fismosh com Are YOU & rusician® Sign up for our new musiciar
hitp:fimys pace.comismash_cam aceount
Tags: wsh anthory padila ian hecox
Addedt We're Hiring!
From: smosl h Sys Admins, Weh Developers and Engineers apply
Views 43,043 within,
2.8 8.8
1088 ratings Explore YouTube Read our Blog

Where the Hell is Matt? Active Channels
o Emmalina
BRI |- kgt gy ey 5 R
DE ¥
G freing gance dancing travel wor
dded: 2 days apoin Cetenory: Travel & Places B vidaclesigh
o’ mettharcin

esign
Videos | 130 Subseribers

bS8 8]

4972 ratings Visormnert
———————— 35 Wideos | 146 Subscribers.
Say It's Possible
40 me
(Iwrote this song a few days ago and recarded itin my apariment. Also, R galipoka
farthase of you who have heen asking, my EP "8 frack’ is currently B8] 5 videos | 157 Subseribers
available on tunesty &
==\ and though they say its possible to me e
i don't se howit's probable =

I see the course we'e on

Figure 5.3: YouTube Graphical User Interface

Figure 5.3 shows the web interface of YouTube. On the top@fthrt page, the user can enter a
search query. The page itself has a very simple structure.u$kr can navigate using tabs. On
the Hometab, the most popular videos are listed in the centre of tige p&or each video entry
are specific information available: A title, the duratiortloé video, a textual description, keyword
tags, the date when it was added to the collection, the ownosv, often it has been seen and a
rating (symbolised with stars). Thédeotab shows alternatively the most viewed, top rated, most
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discussed, most linked, recently featured, most receatoin favourites or random videos.
Clicking theCategoriedab, the user can browse through the defined categories.

The Groupsand Channelgab combines specific keywords to groups or channels ofdstee.g.
the tags “Football Soccer World Cup” form the group “WorldpCu

Clicking on theUploadtab, the user can log in and then upload and classify his sideo

m SignUp | Login | Viewing History | Helg
YouRIIiH srostcast vowse T | [videss 9] (St
Home Videos Categories Groups Channels Upload

by ¥ideos | My Favorites | Wiy Friends | Mylnbox | My Subscriptions | MyPlavlists | My Groups | My Profile

Related Tags: darmstadt fans drive tsg 22/08/05 hoffenheirm hot piret 2liga supporters tus here koblenz studio
aufstieg ninja johi soccer vanilla fuRball regionallga 2006 aufstellung ban |enna

Sortby: Relevance - Date Added - Yiew Count- Rating

Search // koblenz Results 1-20 of 53

4 drive to Koblenz
00:46
drive to Koblenz
Tags: drive fo Koblenz

Added 2 months ago in Category: Autos & Wehicles
From MichaDaRoo
Wiz, 481

TusS Koblenz

00:19

TS Hoffenheim - TuS Kohlenz

Tags: TuS Hoblenz Supparters
2diied 1 morth ago i Category: Sports.

From: pubtal
e s 406

TuS Koblenz -vs- SV Wehen
01:03
I
3 Fankurve TuS Kohblenz
i vl Tags: TuS Koblenz Supporters Fans
U added 1 morthage i Cetegory: Spors
From: Mubdal
Views 626

TSG-Koblenz
00:29
& Einlaufen der Teams
@ TSG Hoffenheim - TuS Koblenz
14.04.2006

Adddet 2 morths ago i Category. Sports
From: dan0s1Stalk
Views: 333

Figure 5.4: YouTube Graphical User Interface — Result hggti

Figure 5.4 shows the result listing of a retrieval. On the, tbfists the most related keywords
which have been determined according to other keywordsubets applied besides the search
query. Clicking on them, a new retrieval starts using thigheard. Every page lists the maximum
of 20 results. Each result is presented showing the avail&skual information (see description
above) and three random keyframes.

When clicking on a result, the video can alternatively beygthin full screen modus or in a small
window of the browser using the Macromedia Flash technoltigy stored in Flash Video format
(.flv). While playing, the video is downloaded into the cacki¢hen the user is logged in, he can
here rate the video and also comment it.
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“The only source of knowledge is
experience [Mayer and Holms, 1996].”

ALBERT EINSTEIN
German physicist (1879 — 1955)

To reach comparable research in any scientific sector, @dsssary to provide scientists a broader
platform for timed presentation and alteration of their ky@specially in an advanced and contin-
uously changing sector. One of these platforms is the TRIBGMbrkshop which is presented in
chapter 6.1. The organisers offer a data set to all particgpahich is described in chapter 6.2. In
chapter 6.3, some systems developed by participants offBESCVID workshops are presented
to give an insight and overview of recent developments. Twigde comparison between the ef-
ficiency of these systems, TRECVID creates search tasksseTéearch tasks are described in
chapter 6.4.

6.1 Text REtrieval Conference (TREC) and TRECVID

he Text REtrieval Conference (TREC), co-sponsored by tl&e Department of Defence

and the National Institute of Standards and Technology TN&Bipports research of infor-

mation retrieval groups by providing the infrastructureegsary for large-scale evaluation
of text retrieval methodologies. Its goals are:

 to encourage research in information retrieval based igye lest collections

* to increase communication among industry, academia, emeérgment by creating an open
forum for the exchange of research ideas

* to speed the transfer of technology from research labscionmomercial products by demon-
strating substantial improvements in retrieval methodige on real-world problems; and
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* to increase the availability of appropriate evaluatiochtéques for use by industry and
academia including development of new evaluation techesquore applicable to current
systems.

NIST provides a test set of documents and tasks for each TREQA (hore about it in the sections
6.2 and 6.4). The participants develop their own retrieyatems using these data sets and send a
list of their top-ranked documents to NIST (the most effexsystems are introduced in chapter
6.3). The institution then judges the documents for conest and evaluates the results. Every
TREC circle ends with a workshop [NIST, 2004b].

In 2001, the TREC workshop was opened for the Video Trackgdtd was to push progress in
content-based retrieval from digital data. The test sdtlbwon available video files provided by
the Open Video Project of the University of North Carolin&aipel Hill, the NIST Digital Video
Library and stock shot video provided by the British Broastoey Corporation. It consisted of 11
hours of videos in the MPEG-1 format.

This TREC Video Track had 12 participating groups, 5 fromdp4r, 2 from Asia and 5 from the
United States [Smeaton et al., 2002].

Beginning in 2003, the track became an independent evatuadilled TRECVID. It is coordinated
by Alan Smeaton (Dublin City University) and Wessel KradiNO Information and Communica-
tion Technology). Paul Over and Tzveta laneva provide st@FidNIST.

All participants got a copy of approx. 120 hours (241 30-n#mqrogrammes) of ABC World News
Tonight and CNN Headline News recorded by the LinguisticaDabnsortium from late January
through June 1998. Moreover, approx. 13 hours of C-SPANraraghing (approx. 30 mostly 10-
or 20-minute programs) about two thirds from 2001, othessifi 999, one or two from 1998 and
2000. The C-SPAN programming includes various governmemigittee meetings, discussions
of public affairs, some lectures, news conferences, foramarious sorts, public hearings, etc.
[NIST, 2004a].

In February 2006 till November 2006, the NIST calls for papation in the 2006 TREC Video
Retrieval Evaluation. Participating groups have to tesirtsystems on one or all of the following
four tasks/evaluations and share their results [NIST, 2006

shot boundary detection

rushes exploitation

high-level feature extraction

search (interactive, manually-assisted, fully autoo)ati
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In 2006, Glasgow University will participate for the firsite in TRECVID. Its chosen tasks are
rushes exploitation and the search task [NIST, 2006d]. Bviét Hilaire and Jana Urban are work-
ing on the fully automatic search while the interactive skas topic of this thesis. Thereinafter,
an article will be written for the workshop which describke tvork and the gained results.

6.2

2005 Data Set

Due to agreements with the providers of the data and the stipp@ssociations, the TRECVID
data is not available for everyone. TRECVID participantereed the main data on a hard disk
after signing a contract. The set is provided by NIST and tingwistic Data Consortium [NIST,
2006€]. A part of it is publicly available and can be downleddrom the web?

According to NIST [2006€], the 2005 collection contains:

broadcast news video files in MPEG-1 format

master keyframes

shot boundary annotation

low-level feature truth judgements

high-level feature truth judgements

search relevance judgements

camera motion annotation (donated by Joanneum and KDDI)
common development feature annotation (using the CMU BiMltbols)
low-level development features (donated by CMU)

master shot boundary reference

search topics and included images

ASR/MT output

evaluated system submissions

In the following sub chapters, the most relevant data fa& work are presented.

Ihtt p: // ww nl pir.nist.gov/projects/trecvid/trecvid.data. htm
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6.2.1 Broadcast news video files

The Linguistic Data Consortium collected video materiad @novided it to TRECVID 2005. The
data is rights secured for research. It contains approxhués of television news from November
2004.

Language | Episodes| Source | Program Total (hours)
Arabic 15 LBC LBC NAHAR 13.13
Arabic 25 LBC LBC NEWS 23.14
Arabic 17 LBC LBC NEWS2 6.80
Chinese | 28 CCTV4 | DAILY NEWS 25.80
Chinese | 21 CCTV4 | NEWS3 9.30
Chinese | 21 NTDTV | NTD NEWS12 9.28
Chinese | 18 NTDTV | NTD NEWS19 7.93
English 26 CNN AARON BROWN 22.80
English 17 CNN LIVE FROM 7.58
English 27 NBC NBC PHILA23 11.83
English 19 NBC NIGHTLY NEWS 8.47
English 25 MSNBC | MSNBC NEWS11 11.10
English 28 MSNBC | MSNBC NEWS13 12.42

Table 6.1: TRECVID 2005 video data

NASA and the Open Video Project provided several hours of N&&onnect and/or Destination
Tomorrow series which have not yet been made public.

The BBC provided about 50 hours nfsheson vacation spotsRushesre pre-production travel
video material with natural sound and errors.

The video data can be used to experiment and to demonstratigoioality which is useful in man-
aging and mining such material.

The video data mainly consists of broadcast news. The 200&ction is the first collection that
also contains sources in Arabic and Chinese language. Taitencomplicates the search and
feature detection tasks, as they introduce a greater yarigiroduction styles. And of course, the
text-to-speech contains more errors as an additional &ultpmatic translation from Arabic and
Chinese sources to English has to be done [Over et al., 20845,,12006¢].

The data set is split into two sets: The test data and the al@vednt data. A random sample of
approx. 6 hours of the television broadcast is combined abthut 3 hours of NASA videos as shot
boundary test data. The remaining 160 hours of televisidewidata were split in half chrono-
logically by source. One half was used as development dathdosearch, high/low-level feature
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and shot boundary detection tasks. The other half was cadlas test data for the search and
high/low-level feature tasks. The BBC rush video set wai$ aptl designated both as development
and test data [NIST, 2006e].

All video data are in MPEG-1 format.

6.2.2 Shot boundary annotation and master keyframes

The master shot reference was provided by Christian Péterfsom the Fraunhofer Institute for
Telecommunications in Berlin. Their system detects anérd@hes the position of dissolves,
wipes, fades and hard cuts to create a reference. Figurev@d an overview of their system. A
detailed description can be found in [Petersohn, 2004].

MPEﬁ:‘H.? file

MPEG-
Decoder

S
Calculation of
global pixel, edge
and histogram

difference
statistics
B — :__I:_____'____ —
S I D
~I e

:(> Dissolve and

Cut Detector Fade Detector

Wipe Detector

.

< &

results

Figure 6.1: Shot boundary detection system: System owegfR#etersohn, 2004]
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Every video was segmented to create the master list of sfidisy call the result of this pass a
subshot. The system accepts only shots with a duration efaat P seconds in length as master
shots. In a second pass, the subshots where aggregateti@wctirrent shot was at least 2 seconds
in duration. These detected master shots are used in sutgmésults for the feature and search
task [NIST, 2006e].

Their resulting reference is formatted in MPEG-7 and can dendoaded from the Internet?
Table 6.2 shows an extract of one file.

<MultimediaContent xsi:type="VideoType">
<Video id="TRECVID2005 141">
<MediaLocator >
<MediaUri>20041030_133100_MSNBC_MSNBCNEWS13_ENG. mpgediaUri>
</MediaLocator >
<MediaTime >
<MediaTimePoint>T00:00:00:0F30000 </MediaTimePoint >
<MediaDuration >PTO0OH27M19S29150N30000F </ MediaD uoat
</MediaTime >
<TemporalDecomposition gap="false" overlap="false">
<VideoSegment id="shotl41l 1">
<MediaTime >
<MediaTimePoint>T00:00:00:0F30000 </MediaTimePoint>
<MediaDuration >PTOOHO0OM02S15075N30000F </MediaDuoatp
</MediaTime >
<TemporalDecomposition >
<VideoSegment id="shotl41l_1 RKF">
<MediaTime >
<MediaTimePoint>T00:00:01:7037F30000 </MediaTimePtotn
</MediaTime >
</VideoSegment >
</TemporalDecomposition >
</VideoSegment>

Table 6.2: Common shot boundary reference example listing

Dublin City University formatted this reference and crelatecommon set of keyframes. The
keyframes were selected by going to the middle frame of tlo¢ lIsbundary and parsing left and
right of that frame. The nearest I-Frame became the keyfraiwe different kind of keyframes
are provided: on the subshot (NRKF) and the master shot (Ri#€) [NIST, 2006¢].

2htt p: // ww« nl pi r.ni st.gov/projects/tv2005/tv5. master. shot.ref.npeg7.zip
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6.2.3 ASR/MT output

For the 2005 workshop, TRECVID dived into all the complioat of cross-language information
retrieval. As the videos are in Arabic, Chinese and Enghasigliage, both automatic speech recog-
nition (ASR) as well as machine translation (MT) play an impot role.

ASR systems can be used to transform spoken words into cemigxt. The system is able to
recognise a limited vocabulary. The ASR data for the Englisth Chinese data set are provided by
Alexander Hauptmann from CMU. It was the standard outputMf@osoft Research beta system
[Over, 2005], so it had no specific tuning to the data set.

According to Hauptmann [2005], each English and Chineseovfths four associated files that are
created by the Microsoft Research system.

« .spchtinfiles list the words with start time in 10 millisecond increme
* .spchtimZiles list the words with start time and end time in 10 millised increments
* .phrasefiles list the words with start time and end time in 10 millised increments

» .msasffiles are the direct output of the speech recogniser with/tloration and also contain
confidence

Besides these data, NIST provides XML files for every AraBilsinese and English video file. It
contains some meta data about the video itself and the &gk speech recognition. Figure 6.3
shows an extract of an example file listing the meta data.rEi§ut shows an extract of the speech
recognition in the file.

<video_label>
<label >
<field name="Broadcaster" type="string">MSNBC</field >
<field name="Start_Time" type="int">1114718160 </fiekd
<field name="Program" type="string">MSNBC News</field >
<field name="BroadcastingCountry" type="string">United States </field >
<field name="Completed" type="string">True </field >
<field name="Date" type="date ">200903-01</field >
<field name="End_Time" type="int">1114720140 </field >
<field name="CC3_Event_ID" type="int">1099511653985f«¢1d >
<field name="Source" type="string">Tape</field >
<field name="BroadcastingLanguage" type="string">US English </field >
<field name="Protect" type="string">Yes</field >
<prop_list />
</label >
</video_label>

Table 6.3: Meta Data example listing
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<track_list>
<text track id="0x574f5244" name="Words">

<text record_id="1">
<timespan in_msec="970" in_smpte="00:00:00:29" out_ors'€1089"
out_smpte="00:00:01:03" />
<prop_list />
New

</text>

<text record_id="2">
<timespan in_msec="1090" in_smpte="00:00:01:03" outems"1530"
out_smpte="00:00:01:16" />
<prop_list />
world

</text>

</text_track>
</track_list>

Table 6.4: ASR example listing

Machine Translation (MT) is the automatic translation oktteto another language. For
TRECVID 2005, it means the automatic translation of Chinasd Arabic texts into English.
The machine translation data also was the output of an efttelf product [NIST, 2006e].

The provided file is a translation of the .phrase files thatas®ciated to the Chinese videos. Fig-
ure 6.5 shows an example file. The format has to be read in llog/fog way:

start time (in 10 milliseconds)tab> end time (in 10 millisecondsjtab> phrase

< REPORT file = 20041101 _ 110000 _CCTV4 NEWS3 CHN >

54523 55035 25 about transferred also to reduce car exhaust gmong the
55193 55985 civilization thus and i certainly

56055 56588 sina

Table 6.5: Machine Translation example listing

The test data cannot be used for system development. Thikas twe development data was
intended for. Glasgow University uses the 2005 developmatat set for its research.

6.3 Examples of Video Retrieval Systems

It always makes sense to learn from the Best! In the case @o/Rktrieval at TRECVID, it is
worth taking a closer look at its most effective systems. sehare thénformedia Systerfrom
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Carnegie Mellon University (CMU)Fischlar Digital Video Systerfrom Dublin City University
(DCU) and a retrieval system developed at the Imperial @elleondon (ICL). Concentrating
on the tasks shot boundary detection and searching, thesensy will be described in the next
sections.

6.3.1 Informedia Digital Video Library (CMU)

In 1994, Carnegie Mellon University, Pittsburgh, USA stdraa project callethformedia-I: Inte-
grated Speech, Image and Language Understanding for @mreathd Exploration of Digital Video
Libraries. Its goal was to develop and to research into technologreddia storage, search and re-
trieval and for embedding these technologies into a vidaaty system. Their first approach used
combined speech, language and image understanding tegynial transcribe and index video
data [Carnegie Mellon University, 1998]. Adjacent progeptade it possible to continue and to
enlarge research in the idea of developing a video librasgesy [Carnegie Mellon University,
2006]. Participating in TREC 2001 Video Track and the sudoegworkshops, the system had
been evaluated in diverse tasks. In 2004, the researcheispeted in the semantic feature ex-
traction task and the manual, interactive and automatircedask. For the interactive search,
a complete video retrieval system using visaad textual data versus a visual-only system has
been contrasted. Additionally, they compared expert apcm@awledge users [Hauptmann et al.,
2004]. In 2005, they evaluated the system in low-level fielmtixtraction, semantic concept feature
extraction task, the search task and the BBC stock footaajéedge [Hauptmann et al., 2005].

6.3.1.1 Graphical User Interface

Alexander Hauptmann, Senior Systems Scientist at CMU aglatged, that the new aspects of
their TRECVID 2005 system have not been published yet. Toerefigure 6.2 illustrates the
2004 interface of the Informedia system which was, accgrdinchief interface architect Mike
Christel, nearly identical to the one of the 2005 workshop.

The figure shows the features of the system: The interfaceistsrof different windows. On the
top of the interface is a search query text box. Next to it, thpc of the search task and the
available time is displayed. Here, the user can also deoidttt the next task. On the right-hand
side in the so-called answer area, the answers of the tedisplayed. These are shots which are
declared to be relevant shots by the user.

After entering the query, the system displays the retridkegframes in a new window. This
window shows thumbnail images representing the video skitsking on one keyframe, the user
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Informedia Digital Video Library (IDVL)
File  Window

Topic 2 [Find shats of BillClintan speaking with ot
least part of a US flag visible behind him.

Enter text shove, then click "5 eanch Search £:59 of 15:00

Alldsta | Clinton Clinten flag |

‘Chnlnnﬂag

|

- YourAnswers: Total Shots: 3

i 608 matching shots, 332 segments

AIJE 111424124 1/8] Filter & Mode

ol e —— s @

[T i
00:0212 |

since his first public admissian in ETE mr. Clinton has A~
refused to admit he lied under oath. But some maoderate
renublicans. including rick lazio savs the paintis nottn

L]
INNERRRRNREN

Figure 6.2: Informedia search interface [Christel and @soa, 2005]

can choose rather apture the shot, show the video, show a storybaarnt show further movie
information

Capturing the shotdds the keyframe to the answer list on the right side. Glgkinshow the
videoopens a new window playing the selected video. Spoken taksayed, highlighted and
scrolls while the video is playingShow movie infaisplays further information concerning the
video like title, date of broadcast and duration (cabbe seen on figure 6.2). Figure 6.3 illustrates
the show storyboardeature: It lists keyframes arranged in chronological ardehe user can
inspect the keyframes, play the videos, see other shots iseiime broadcast element, receive more
information of the news broadcast and capture relevansgfiristel and Concescu, 2005].

6.3.2 Fischlar Digital Video System (DCU)

The Centre for Digital Video Processing at Dublin City Urrsity, Ireland is one of the most im-
portant players in the field of video processing. They pgrdited on all video retrieval workshops,
besides, this institution is the main coordinator of TREDVTheir main interest is to develop
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i 383 markad ghots, 249 gegmants

L[ 1120174 18] Fiter | Collapse Mode
i S .'_ 1 -‘. T

Figure 6.3: Storyboard showing “best road shots set” [@&resnd Concescu, 2005]

techniques to provide content-based navigation throughiatiivideo collections. This includes
searching, browsing, filtering, playback, summarising lmking video information. Their flag-
ship is the Fischlar system, which runs with more than 20§&tered users on DCU campus and
is available in three different versions:

» Fischlar-TVf This system records broadcast TV from any of eight terigddtroadcast sta-
tions

 Fischlar-News It records the daily evening news from the national broatir& main TV
channel (RTE1) and automatically segments news story laoiesd So it provides story-
based news searching for the users. A variantk$schlar-Newsvhich provides access to a
news archive using a mobile device.

 Fischlar-Nursing It conducts access to educational videos for the School wtiNg at
DCU.

It is planned to provide access for all university librariedreland [Smeaton, 2002, Centre for
Digital Video Processing, 2005].

In TRECVID 2004, DCU researched in the interactive searsh.tarhey developed and com-
pared two video search systems based on their FischlaraDigdeo System: one with text and
image-based searching, the other one with image searchigd@ooke et al., 2004]. In 2005,
they experimented in the automatic and interactive seaskstand the BBC rushes task. They
developed a multi-user system using a DiamondTouch tgbhi#weice [Foley et al., 2005].
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6.3.2.1 Web Interface

The interface of the Fischlar system can be accessed by asugp browser, either Internet Ex-
plorer or Netscape, with an ORACLE plug-in for video streagiiSmeaton, 2002].

SYERLPANEL, SEARCH RESULT
(2} and chck SEARCH bomon, Added
wh b aned nguihas for saarahing

ielean tes) [clear all|

HESULT PadE:

[Runey Hyde SEARCH E SAVED SHOTS
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—_— <
f_i; CHM Hews 4 Dac 1530)  MOAE WAT T M Tt Bnoancast (T

| - datinii

0oL Eo e LBEal o e
T TEsaTuhd '_1:-'::

BEMUTE X
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f =
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unlin horn's soms evedong e
mitrting the focts i
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f = — -
X ADC Haws (13 Duc 1508 = MONE AT ONES o4 Tt pntisnced s (T

Figure 6.4: Fischlar Digital Video System [Cooke et al.,£]00

They designed it after testing diverse screen mock-upsearvény beginning of system develop-
ment, discussions about them and phases of iterative refimer&very year, they tried to rectify
the interface in considering, what was good about it and wieae the problem elements in the
last year’s user experiment.

In this thesis, it is not expedient to compare their 2005 adTouch tabletop approach, as it
differs a lot to the other systems.

Therefore, figure 6.4 shows a screenshot of the 2004 workishplementation. That year, they
divided their interface into a Administrative Area and a Wiog Area. The Administrative Area is
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placed on the right-hand side and contains informationuli$ef the specific search task (search-
ing for videos for a limited period of time). This includesthask number, a clock showing the
remaining time, the task description, and a list of the r@h¢ghots found by the user. The Working
Area is splitinto a query panel and a search panel.

Using the text and image-based system, the user can entarya aud/or add an image. Addi-
tionally, he has to check at least one of the six checkbo&sbal Colour, Edge, Texture, Local
Colour, Motion, Face Filter They correspond to the six different visual features thatesed for
the visual retrieval process. After selecting, the usertbgeess thesearchbutton to trigger re-
trieval. The result will be presented in the search reseldawhich is situated in the middle of the
screen.

Every match is surrounded by two preceding and followingshespectively to provide the con-
text of the result. The matched keyframe, which might be tlhetrmportant, is displayed largest
and has a red box surrounding it. Neighbours on both sidesnaa#ler. Each result displays some
textual information like the date and the name of the brositkrad contains also a timeline present-
ing the approximate position of that keyframe in the wholew. Fischlar provides a mechanism
to browse through the entire broadcast from which the keygravas found. Using this function,
the different results are marked at the timeline, whichvedlthe user to jump immediately to the
relevant frame.

According to this, the interface offers three different way browsing: initial search result, more
matches within one broadcast and a full broadcast.

Under every keyframe, there are two buttons for supportteyance feedback. Theld to Query
button adds the accordant keyframe to the Query Panel. Afessing thesearchbutton again,
the added frame will be part of the new query. The second butte savebutton is for saving
the shot to the Administrative Area [Cooke et al., 2004]. Tiest important part is the playback
feature. Fischlar uses the Microsoft Media Player to pléscsed videos.

6.3.3 iBase (ICL)

The Imperial College London participates in many projectscerning multimedia and informa-

tion systems [Imperial College London, 2006]. Thus, theyehauch experience in the field of

video retrieval. Like CMU and DCU, they have contributedeash to the TRECVID workshops

and its predecessors. They have been developing theinsystea long time now, however the

name of it has changed continuously.

In TRECVID 2004 and 2005, they experimented in shot boundatgction, high-level feature

extraction, search and story boundary detection taskshdn lsoundary detection, they used a
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colour-histogram detection method. The search task is Bmgnted with relevance feedback
[Heesch et al., 2004, Jesus et al., 2005].

6.3.3.1 Graphical User Interface

The interface of the ICL system unites text-based searamtent-based search with relevance
feedback and temporal browsing into a unified interfacehdugh they included many different
techniques in their system, they have an emphasis on useaatipn and user navigation.

Figure 6.5 shows a screenshot of the interface as shown 20€@teworkshop. The search process
is divided into two phases. In the first phase, the user casr eanly search query on the left-hand
panel. By default, the system uses textual queries, butseeaan modify it and include visual
search using a pop-up. After triggering the retrieval, itssare listed line-by-line in the centred
panel of the interface. The most relevant image is listechentop-left corner while the least
relevant can be found in the bottom-right corner of that pafiee results are divided into different
pages to avoid too many images on one page. A selected imagerea border surrounding it.
At the bottom of the interface, this image is displayed irciiatext. This feature calle@mporal
browsingshows the temporal neighbours of the selected image usisgey# visualisation. These
neighboured images get smaller, the bigger the distand¢etmain image is.

The interface offers the user 4 different low-level textanel colour methods for searching as well
as a textual searcifamura FeaturesGabor Filter, RGB colour histogragnmarginal HSV colour
moment@andbag-for-words feature

Still in the first search phase, the user can change his quéfpreadd images to it. In the second
phase, the system asks the user to classify the results ligegas et al., 2005].

6.3.4 Summary and Discussion

The interfaces mentioned above have some differences,|dmitsame common features. This
section compares these differences and discusses, whpcbaahes are more useful or more ef-
fective. The interfaces are structured having three el¢ésneéfsearch panelaresult paneland
aplayback panel All these elements are absolutely necessary. The seandh igeor building a
query (textual and/or visual), the result panel is needegliowing the retrieved keyframes. The
playback panel is necessary for playing and stopping szledtieo segments.
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Figure 6.5: Imperial College London System [Jesus et a05P0

6.3.4.1 Search Panel

All interfaces support textual and visual-based searchm@stioned in [Mezaris et al., 2004], a
visual similarity re-search using a sample picked keyfrisraesuitable feature in retrieval.

They have the main feature of the interface, the search palaekd on the left side. Physiological
studies [Maass and Russo, 2003] revealed that people gefrdm left to right tend to position a
subject to the left of an object first. As the authors of therifsices are mainly socialised in Europe
and America, it is consequent for them to place it in that fpmsi The images for visual-based
search are put close to the query text box. This is due to tleallty Principle, as it is propagated
in Software Engineering. An interesting article about grisciple is [Denning, 2005]. The human
short-term-memory has only a capacity of approximatelycosds [Ingber, 1985]. Therefore, itis
also expedient to show these images permanently, as thenagée wants to compare them with
new retrieved keyframes.

Fischlar and the ICL system use different search technignégive the user the opportunity to
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choose between these techniques. This makes it more cogfigsi novice users as they do not
know the differences for sure. Anyway, this feature is inapige as these diverse techniques give
different efficient results.

Fischlar as well as the ICL system has a button for endinggleehk and starting a new search. This
is necessary because of the relevance feedback. If theydwatilprovide this button, the system
could not recognise the start of a new independent searclusadormer results for relevance
feedback. In all likelihood, it would bring useless resulisormedia does not need this feature as
it does not support relevance feedback techniques.

6.3.4.2 Result Panel

Bigger differences can be found in the presentation of tealte All systems use keyframes to
show the results. The ICL system and Informedia list onlyr#levant images in an order com-
mon for search engines. This more traditional listing is/\@mple and uses the maximum place
available. Though, it is difficult, if not even impossible, find out the context of the displayed
keyframe. Another approach is implemented in the DCU syst&heir interface shows every
result in its context by showing neighboured frames in a fishgsualisation. This is useful, as
a user often can find more relevant images in the neighbotnanges. The ICL system picks up
this approach in their temporal browsing feature. For séetllcontent-based retrieval, it is the
most common navigation method [Heesch et al., 2004, Wilderaual., 2003b].

The characterisation of the results using textual inforomatike the name and the date of the
broadcast or the approximate location of this shot withim bhoadcast should not be underesti-
mated. Furthermore, text extracted from Speech Recogn8ftware gives more information
about the context of the result. Both features are impleatemt Fischlar, but not in the ICL sys-
tem. Informedia supports this approach, but it is necessado an extra click to receive such
information.

6.3.4.3 Playback Panel

A very important feature is the playback of the video. Theays use the Microsoft Media Player,
which makes them operating system dependent. But as thefowis of all systems is in video
retrieval and not in developing an operating system indéeettool, their solution is acceptable.
Different from the others, Informedia highlights the woffdsm text recognition software while
they are spoken in the video. This is a nice feature espgd@iinon-native speakers, but not
compulsory.
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According to this analysis and after internal discussionthe IR Group, some proposals for a
possible interface for the system have been worked out. &teillustrated in appendix B.

6.4 TREC Search Task

As mentioned in chapter 6.1, groups participating in TREEZ¥flay test and train their systems by
using a huge video data set in MPEG-1 format. (The 2006 vi@¢® fdr instance consists of more
than 210 hours of television news from November 2004 in BhglArabic and Chinese language
[NIST, 2006c]). However, one condition to use this data sdhat every team has to test their
system using query-based and browsing search tasks abegedefined by NIST. Dependent on
multiple relevant shots they found coming from more thanwideo, NIST personnel viewed the
videos (with sounds turned off) and created different tojioc creating search tasks: generic/spe-
cific and person/thing/event [Smeaton et al., 2004].

After analysing the TRECVID 2004 and 2005 video collectibhST recommended the 2 * 24
tasks listed in Appendix A.

. - |
LTSRS @ SYSTEM RESULT

System takes topic as input
and produces result without
ary human intervention

TR
MANUAL : HUI‘v‘IAN | Query SYSTEM
g

Human formulates System mkes i
: query gs input
quiery based on topic and produces result without

Bd e inieIisee, fat further human intervention
on knowledge of collection

or search resuits

S
INTERACTIVE : HUM AN)—- QUERY SYSTEM

Human {rejformulates
query based on topic,
gquery, and/or results

System tEkes query 2 input
and produces result without
further human intervention an
this invocation

Figure 6.6: TREC Search Tasks [NIST, 2006b]
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In TRECVID 2005, as illustrated in figure 6 filly automatic search submissiofms human input
into the loop) as well amanualandinteractive submissionsere accepted [NIST, 2006b] while
in TRECVID 2004 the fully automatic analysis and query gatien was set aside [NIST, 2005].
Inevitable was that one baseline run was required for theuadaand the automatic system. Fur-
thermore, all manual runs within one site had to be carriedbguthe same person to enable
comparisons between all participating groups. Hence,ghecher should switch between the dif-
ferent search variants. Important for a comparable testtreas that the searchers were no experts
in a given topic but had a good educational background. Bhigse, as the user shall understand
the task but shall not know too many details that could heipihifinding a shot. It was, of course,
not allowed to train or pre-configure the own system tunedhéatdpics. For both interactive and
manual search runs, a time limit of 15 minutes was set. Iteddrom the moment the searcher
saw the topic until the result set of that topic was returned.

NIST provides suggestions how to conduct interactive erpants [NIST, 2003]. Their design is
for measuring the effectiveness of two systeitg @nd (/) using 24 search topic§%) and 8, 16
or 24 searcherss(,). Each user searches 12 different topics. The approachslle estimation of
effectiveness of one system, free and clear of searcheropia tStatistically, searcher and topic
are treated as blocking factors. However, it doessolve cross-site comparisons problems.

The final approach is designed of many 2-searcher-by-2Z-tapn squares. Table 6.6 showsa22
latin square design.

Th | T
S1{Vi| W
S | VL |V

Table 6.6: Z 2 latin square design

It has to be interpreted in the following way:
» Searcher 1 uses system 1 for search topic 1 and system 2afchdepic 2.

» Searcher 2 uses system 2 for search topic 1 and system lafochdepic 2.

The performance of search&y using systenV; on topicT; can be modelled as
m+sy+ov1+t +e

(where: m is the grand mean of all performancgss the effect of searcher 2y is the effect of
system variant 1f; is the effect of topic 1, and e &xror — the effect of everything else.)

The difference between systems’ performandeatment effect (0 is estimated by the mean of
the differences betweer, andV, where the main effects of topic and searcher has fallen out:
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[(m+si+tht+oi+e)—(mtsitbh+o+e)+[(mtsr+bh+ovi+e)—(m+s+H+v+e)]

2
_(h—bto—v)+ (-t +v—0))
2
_ (201 —2vp)
o 2
=01 —02

For covering all 24 topics, the design has to be expandeddigating the 22 square to a24
matrix. The columns are permuted so a searcher completéssil on one system. As every
search can take up to 15 minutes, every searcher has to ddalflthe topics. Therefore, the
maximum search time for any given user is three hours.

To eliminate the effect of one factor is dependent on thelle¥@nother the 224 design is
replicated in pairs of users to create anZl design.

Table 6.7 shows the design for measuring the effectiverfa@sgosystems ¥;) and () using 24
search topicsT,). The table shows the arrangement of the tasks for 8 uSgys The design can
be repeated with up to two additional sets of 8 searchers.nidre searchers are available, the
better will be the balance of order related biases. The wserselected randomly as it is the order
of the topic presentation [NIST, 2003].

TZ =T | T7=Tio | Tis=Thg | Tig — T4
51 Vi |%)
Sy |%) Vi
S3 Vi Vo
Sy V2 Vi
S5 Vi Vo
Se Vo Vi
S7 Vi |2
Sg |2 Vi

Table 6.7: Measuring the effectiveness of one system

6.4.1 Query Classification

The search query examples are always in a short imperativeliike “Find shots of Yasser Arafat”
(from the TRECVID 2003 search query collection). They argigieed to represent many different
sort of queries real users pose: request for video with 8pégpes of people, specific instances
of objects, specific activities or locations [Enser and $amd2002]. According to the intent of
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the queries, the queries can be classified into four difteyaary classes. As shown in [Yan et al.,
2004], these are:

» Named Person:Queries for finding a named person. Examples from TRECVIC320@:
Find shots of Morgan Freemaor Find shots of Pope John Paul Ii

« Named Object: Queries for finding a specific object having a unique name. Adrae
distinguishes the object from similar objects. Examplégmafrom 2003 arefind shots
of the Tomb of the Unknown Soldier at Arlington National Cemeor Find shots of the
Mercedes logo (star)

« General Object: These queries refer to a general category of objects instiead specific
one. Examples ardzind shots of one or more tanksidFind shots of an airplane taking off.

» Scene:These queries depict a a scene with multiple types of obyeletsh are in a spatial
relationship likeFind shots of one or more roads with lots of vehiate$-ind shots with a
locomotive (and attached railroad cars if any) approachthg viewer.

A classification of topic types from TRECVID 2005 based onrftage and Enser, 2005] is
provided in appendix A.2.1.
Each query class favours a specific set of features. A uggrrrelation is listed in table 6.8.

Query Class | Useful Feature
General Object Shape

Colour
Motion/Moving Object
(Audio Feature)
Named Object| Shape

Colour

Logo Detection
Named Person Face Detection
Colour

Texture

(Audio Feature)
Scene Shape

Colour

Texture
Motion/Moving Object

Table 6.8: Query Classes and useful features
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6.4.2 Submissions

Each partner can submit not more than seven runs to NIST. iaatontains one result for every
topic, retrieved by a test user. If the user finds more thanreselt, it is up to the submitting
partner to decide which result to submit. The participamtra has to submit a list of at most
1000 shots for each topic in a run. The syntax of the formathicivit has to be submitted is
defined in a XML schema and can be downloaded from thel\iIS T, 2006b].

6.4.3 Test Result Evaluation

The testing and performing assessment is the video shofiasdéy the shot boundary reference.
The submitted ranked result list of shots is judged manu&lishots from one topic are taken

down to some fixed depth in ranked order. This list of uniquetslare judged manually based
on assessor time and number of correct shots. NIST evalaatdssubmission to its full depth.

Pre-search measures are the average precision and thedeteps for all runs. Pre-run measures
is the mean average precision [NIST, 2006b].

Figure 6.7 illustrates one of their results: A comparisorparticular topics of the effectiveness of
different systems participating in 2005. The results aes@nted on the yearly workshop.

Number of
unique
true
shots

= o 161, 163, 168 have 1000+
> 170, 172 have 500+

Figure 6.7: 2005: Rel shots contrib. uniquely per topic amdOver et al., 2005]

Shtt p: // www nl pir.nist.gov/projects/tv2005/dtds/vi deoSear chRunResul t. dtd
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7 Software Design

“There are two ways of constructing a
software design: One way is to make it
so simple that there are obviously no
deficiencies, and the other way is to
make it so complicated that there are no
obvious deficiencies. The first method is
far more difficult [Hoare, 1981]."

C. A. R. HoARE
British Computer Scientist (born 1934)

The Software Crisis in the late 1960'’s [Dijkstra, 1972] leddo a reflecting how to develop and
implement software tools. Computer programs which have lpeegrammed without any docu-

mentation became a bigger problem as it was not easy or eyassible to continue or correct

them. This was the hour of birth for Software Engineeringahhitilises the design, use and further
development of software systems. Software systems carfssurce code and its accompanying
documents which are useful and helpful for the usage of thgrpm. Different approaches how
to proceed in developing a software system have been irdeatd(rhe design of this system is ori-
ented on the Object-Oriented Analysis and Design (OOAD) bydh [1995]. The process covered
with this chapter is divided into a requirements analysishapter 7.1 followed by a presentation
of use cases and its scenarios in chapter 7.2.

7.1 Requirements Analysis

fter making a state-of-the-art analysis (see previous telng)pof existing technologies

and detecting basic conditions, a requirements specditatan be done. In various

discussions between the developer (graduand) and the (gpervisor), both agreed
on the following list:
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1. The program shall assist in video retrieval.
It shall be possible to search, retrieve and playbackovatiets.

The program shall support relevance feedback.

oW DN

The system shall be aligned to the conditions of the TREBDWbrkshop.
5. The system shall be appropriable in the TRECVID 2006 wuawks
6. The Graphical User Interface shall be easy to understacidianple.
7. The program shall be upgradeable.
8. It shall be programmed in Java.
9. The system shall be documented in an adequate way.
10. Documentation shall be written in English.
11. The system shall be a base system for others built on it.
12. For testing, it will use the TRECVID 2005 developmentdst.

These requirements have to be attended and fulfilled whéeinggthe program. It will be referred
to the listings at adequate position.

7.2 Software Design

After providing the requirements, the next step is to desige specify the software itself. There-
fore, it will be traversed step by step from characterisatibsome use cases to a scenario descrip-
tion. Beforehand, some interface proposals have beenajeal They can be found in Appendix
B. Finally, after internal discussion, the interface shatk like the last proposal (figure B.7).

7.2.1 Use Cases

The first step in software design is the alignment of systeetifip use cases. They describe a
functionality or a service of a system, a subsystem or a clagey are useful to give a rough
overview to the tasks of the disposed system and the comattionowith its roles. It is common
to visualise these use cases udifgg Case Diagramthat conform to UML.

Figure 7.1 shows the adapted Use Case Diagram in UML diadethé& planned software and the
corresponding annotations of its use cases and actors.
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Multimedia Retrieval System

(1) Parse
TRECVID Data
[~
(2) Index
Files

(2) Retrieve
Results

Parser

A

Indexer

I

Engine

(3) Select
Result

X

User (4) Play

Video
Shot

(5) Rate
Relevance

Figure 7.1: Use Case Diagram

» Description of the Actors

User: This role symbolises the user who works with the softwaré too

Parser: The parser parses the TRECVID data set.

Indexer: The indexer has to create an inverted index file.

Engine: The engine is the system itself, which will interact with tieer.
» Description of the use cases

— (1) Parse TRECVID Data: The parser has to parse the data collection for the indexer
and for a later use of the engine and the user respectively.stép has to be done only
once. The parsing phase includes both the gaining of thaedkxideo surrogate and
the results of the visual feature extraction.
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— (2) Index Files: The indexer creates the index and the inverted index file s& lfikes
have to be created only once.

— (3) Retrieve Results:When the user triggers a retrieval, the engine has to detect a
list results according to the search query. Therefore,asube files created in the use
cases (1) and (2). The system includes keyframes to thel gjaagy if they are selected
by the user in a previous run (see scenario (6)).

— (4) Select Result:When the user selects a keyframe representing a shot frone-the
sults, the engine presents detailed information about hio¢ I&ke date and time of
broadcast, title and other available textual information.

— (5) Play Video Shot:When the user decides to play the shot that belongs to a kegfra
the engine playbacks the video file. It is also possible feruser to stop and pause the
playback.

— (6) Rate Relevance:The user can give a relevance feedback which can be used for
query expansion and also for a possible visual featureexetri

7.2.2 Scenarios

In a next step, the use cases have to be traversed in detagdarario description. Here, the

first bridges to realisation have to be built by running tlylowlifferent use cases using concrete
values. So the later used classes and methods will be iedicathe scenario descriptions are
visualised via Sequence Diagrams which are defined in the Widhdard [Object Management

Group, 2006].

This subsection presents a description using Sequencedmagf the in section 7.2.1 introduced
use cases.

7.2.2.1 Scenario Description: (1) Parse TRECVID Data

Figure 7.2 shows the sequence diagram for the first scenario.

At the very beginning, the parser has to prepare the origiai set so that the engine can retrieve
all necessary data as fast as possible. This step has to beodiynonce. Therefore, two parsing
sequences are necessary: One to parse the data into a hamdy for the engine and a second
sequence to parse the data into a format that is suitablééointiexer. Both parsing sequences
work the same way.

This scenario deals only with the parsing into the handy &irfor the engine. The relevant
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methods for the second parser are written in brackets.

p:Parser tTRECVIDCollection

getXMLFolderFromConfigFile()

- <MPEG7FolderName>
availableXMLFiles(MPEG7FolderName)

. <filenames>
MPEG7Parser(foldername)
startElement()

"<VideoSegment>" | |

characters()

“shot141_ 1" | |

getASRPathFromConfigFile()

+*  <ASRFolderName>
ASRParser(<ASRFolderName>,"shot1411")
startElement()

e "<text_track ... name="Words">"
characters()

. <ASRText>
endElement()

. "<[text_track>"

saveShot("shot141_1",<ASRText>)

endElement

"</VideoSegment>" | J

Figure 7.2: Sequence Diagram {d) Parse TRECVID Data

Before the parser can start, he has to find out where the TRE@¢ta set can be found. This
information is stored in a config file callgaar ser . ¢f g which can be found in the root directory.
To detect it, the parser calls the methget XMLFol der NaneFr onConf i gFi | e() and stores
the f ol der nanme. Therefore, it detects all available xml files in that foldesing the method
avai | abl eXM_Fi | es(f ol der nane) .

After this set up, the system can start the parsing activity.

Atfirst, it callsMPEG7Par ser ( f ol der nanme) (MPEG71 ndexPar ser () ). This method goes
through the XML files and checks for the XML tdgVi deoSegnment >". When it appears, the
methodst art El enrent () is triggered. After that, the metharhar act er s() is triggered
that returns' shot 141_1". This is the id of the video segment.

(Dependent on the XML tag, other elements like MediaTimePoinr the MediaDurationare
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detected on the same way. These tags are ignored in thiggcdasacription to keep it simple and
understandable.)

Afterwards, the parser has to detect tk\SRFol der Nane> out of the config file
using get ASRPat hFronConfi gFil e(). Then ASRPar ser ( <ASRFol der Nane>

, "shot 141 1") (ASRI ndexParser ()) is triggered which parses the ASR XML file in
the same way. It searches the XML tagxt track and returns thecASRText > which
belongs to this specific shot in dependency of the calculdiediaStartPoinendMediaEndPoint
Finally, the parser stores the parsed information usingretodsaveShot (" shot 141 1",
<ASRText >) and ends when the XML tab</ Vi deoSegnent >" appears.

7.2.2.2 Scenario Description:  (2) Index Files

Indexing the parsed files is a procedure that also has to be doly once. For this step, the
Terrier systent which is provided by the Glasgow IR Group is used as indexermridr is a Java
based framework for the rapid development of large-scdt@nmation retrieval applications and
provides indexing and retrieval functionalities. It ind&s the ability to index the standard TREC
collections [Ounis et al., 2005, Information Retrieval pRA005].

Indexing is a process in which keywords are assigned toaMaildocuments. Different steps are
involved in this:

* Lexical AnalysigIntra document parsing and Tokenising): In this process$ream of char-
acters of a document is converted into a stream of words. eTtvesds are the candidate
word which might be adopted as index terms.

 Stop-word removalWords that appear too frequently in the documents are lsmtidiina-
tors. Therefore, they have to be eliminated as later indemgeThis step reduces the size of
the indexing structure considerably.

« Stemmindremoval of affixes): In this process, all words with the saows are minimised
into the same root. A stem is the part of a word which is lekatihe removal of all affixes.
An example:connecis the stem for the variantnnectingconnectionsandconnected
A more detailed description of these basics can be foundan Rijsbergen, 1979, Belew, 2000].
The result of this indexing is an index matrikadex: doc; about, {kw;}. To speed up retrieval
in the index, Terrier inverts all documents into a big indékis inverted index file is a document-
term matrix representation. Rows become columns and cadracome rows:
Index': {kw;} describes, doc;

Ihttp://ir.dcs.gla.ac.uk/terrier/
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For the visual retrieval, it is necessary to process a vialire extraction. The extraction was
done by Dr. Xavier Hilaire, a precise description of his meding does not exist yet. He pro-
vides:

« colour histograms

textures

dominant colours

edge histograms

contour shapes

7.2.2.3 Scenario Description:  (3) Retrieve Results

Retrieval("Henry Hyde")

query("Henry Hyde",null,getirrelevantkeyframes())

<ShotldList>

convertShotld(<ShotldList>)

*  <CorrectedKeyframeList>
displayKeyframes(<CorrectedKeyframeList>)

<updatedGUI>

Figure 7.3: Sequence Diagram &) Retrieve Results

The user wants to find shots of U.S. Congressman Henry Hydes, fwhole or part, from
any angel. (This example is taken from TRECVID 2004 search.}a Therefore, he enters
the search query “Henry Hyde” and pushes the search buttom. h& triggers the method
Retrieval ("Henry Hyde"). The search query is a String parameter. First, the system
checks if there are any keyframes rated relevant by the tsersito add to the search query.
Here, it is not the case. So, the engine calls the metoer y( " Henr yHyde", nul |,
getlrrel evant Keyfranes()). This method goes through the data set and returns a list
of all keyframes that are associated to the string “Henry d4yahd returns a list containing the
shot id As the returning keyframe list contains only a relativehpiat the retrieved keyframes,
the methodconvert Shot | d( <Shot | dLi st >). completes the full path to each keyframe.
Afterwards, the engine calldi spl ayKeyf r anes( <Cor r ect edKeyf r aneLi st >) which
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displays all retrieved keyframes in the destined panel ef ®@Jl. Thus, the user maintains an

updated GUI showing the keyframes.

7.2.2.4 Scenario Description:

u:Use

displayInformation(<Keyframe>) E

(4) Select Result

<updatedGUI>

getinformation(<Keyframe>)

- <FileName>

getKeyframeName(<Keyframe>)

- <Keyframe>
getLeftNeighbouredKeyframe()

= <leftNeighbour>
getRightNeighbouredKeyframe()

---------------- <rightNeighbour>

setVideoFileName()

setStartTime()

setEndTime()

setBroadcaster()

setProgram()

setCountry()

setDate()

setLanguage()

SEtASR()

---------------- <updatedLocalVariables>

setupVideo()

Figure 7.4: Sequence Diagram @) Select Result

parseToRessourceFileName(<Keyframe>)

The user calls the methodi spl ayl nf or mati on( <Keyf rame>) after clicking on a

keyframe. Then, the engine triggers the metlgad | nf or mat i on( <Keyfrane>). This
method first calls the methquar seToResour ceFi | eNane( <Keyf rane>) to achieve the
name of the parsed text file (see scenario one) that belorigstkeyframe. After that, it collects

all available information about the video shot which is syiiged by the keyframe:
returns the path to the selected keyframe. Both

get Keyf r ameNane( <Keyf r ane>)
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get Lef t Nei ghbour edKeyfrane() and get Ri ght Nei ghbour edKeyframe() cal-
culate the names of the neighboured keyframes. Metadatamation is read from the parsed file
and stored in local variables using the metheds Vi deoFi | eNanme(),set Start Ti nme(),
set EndTi ne(), set Broadcaster(),set Progran{(), set Country(),setDate(),
set Language() andset ASR() .

Finally, the engine displays all attained information,rtstathe shot in the video file using
set upVi deo() and the user maintains the updated GUI.

7.2.2.5 Scenario Description:  (5) Play Video Shot

The user has different chances to access video files: He adrastideo, pause a video and jump
to every time point of the video file using a slider. Furthereydne has the possibility to gain more
information about the video that is currently played likedvgeLocation, Content Type, duration
and current position. Additionally, he can change the vawhthe audio output.

These features are automatically supported by the JavaaNRtalyer that is part of the Java Media
Framework? A detailed description of its internal methods can be founthe API.3

7.2.2.6 Scenario Description: (6) Rate Relevance

<rateRelevant(<Keyframe>)> i

addToRelevantList(<Keyframe>)

<updatedGUI>

Figure 7.5: Sequence Diagram {&) Rate Relevance

The user can rate a video shot/keyframe in clicking on theoradtton under the keyframe.
In the example, the user decides to rate a result as “relevarithere upon, the en-
gine adds the keyframe to the list that contains all relevawframes using the method
addToRel evant Li st ( <Keyf r anme>) . Finally, the user gets an updated GUI.

2http://java.sun.com/products/java-media/jmf/
Shttp://java.sun.com/products/java-media/jmf/refesfapi/iindex.html
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“We view the documentation as being
(at least) as important as the product
itself: if there is good documentation, a
software product can be revised or
replaced relatively quickly; without
good documentation, software products
are of questionable long-term value
[Parnas and Madey, 1995].”

DAVID L. PARNAS
American pioneer of software
engineering (born 1941)

A good documentation of a developed software system is mangaas it helps others in un-
derstanding the structure and the source code of the systhis.chapter offers a closer look at
the structure of the software which fulfils the requirememisnber (9) and (10). After a short
overview in chapter 8.1, chapter 8.2 explains the requirgmand infrastructure for the system
here at Glasgow University. Chapter 8.3 presents more tegldetails about the developed parser
while chapter 8.4 presents details about the multimedigevet tool.

8.1 Overview

s shown in the use cases before, the challenge to the neavedtslystem is divided into
three pieces. At first, there is the necessity to create @my#tat parses the available
TRECVID data set and saves the result in a form that is acbkgptar fast retrieval. The
second task is to index the data set. Finally, the user saed & graphical user interface which he
can use.
As IR Group already provides the Terrier system, it was bletéor the indexing part of it. Both
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parser and the actual retrieval system had to be designenigheimented. The implementation
details will be raised in the following section.

8.2 System Environment

Both systems are trained on the TRECVID 2005 video data se¢ requirement number (12).) A
brief overview of the collection has been given in chapt2r #he 2005 data collection is stored on
\'\ Mbt a\ kspace\trecvi d- 2005 and can be accessed in the university network. The tools
are suitable for collections to come without the necessityhiange source code (see requirement
number (7)).

Due to requirement number (8), the programs are implement8dn Java 5.0. They are stored
in a subversion repository drt t ps: // ouen. dcs. gl a. ac. uk/ repos/ M R/ kspace and

can be accessed by the group members.

8.3 The Parser

To understand a software system, it helps to describe thetste of it. A textual specification of
the classes and its methods is appended to the source cod®ih tdrmat (created with Javadoc
utility). The structure of the software system is orientedtbe Filesystem Hierarchy Standard
[Russell et al., 2004]:

« /bin: Holds all compiled binary files.

* /doc: Contains the APl documentation in HTML format which is extedd from the Java
Source Code. The documentation specifies the classes.

« /src: Contains the implemented source code.

The root folder contains a config filp&r ser . cf g) where the user can set the path to the MPEG-
7 and ASR files of the TRECVID collection without changing sweirce code. Besides, he can set
the output folder where the system will store its parsingltes

In Java, there are two standard approaches to parse XML files.

1. DOM — creates a tree in which you can navigate with various method

2. SAX- creates events for the start and the end of an elemengdens callback methods to
handle them.
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According to CollabNet [2005], the different existing opsource and commercial libraries for
binding XML data to Java classes have a deviant performaAsehe data collection is a large
set, it is even more important to find the best performing wagdcess the XML files. There-
for, the Simple API for XML(SAX) appears to be most promising. It is ttfastest and least
memory-intensive mechanism that is currently availabtedaling with XML documents[Sun
Microsystems, 2006].

As the parser implements SAX, it handles the XML informatama single stream of data. The
data stream is unidirectional, so that previously accedatdicannot be read again without restart-
ing the parsing. No external libraries are necessary as SAp€it of the used Java Developing
Kit. More information about SAX can be found in [Means and B@002].

8.3.1 Parsing Output

The parser produces two different kind of output files:
1. The parse results for the Terrier System.
2. The results for the retrieval system.

As Terrier needs input in official TREC format for indexingetdocuments of parsing cycle (1)
are in the SGML style markup. The format is

<DOC>

<DOCNO> document numbet/DOCNO>
<DATE> date</DATE >
<DESC>document text/DESC>
</DOC>

Having a closer look at this format, each shot hascBOCNO> tag including the video
identifier string and the shot identifier. The document numbedhe assembledideo id and
the video segment idseparated by a "/”. So the document number is always in thedb
TRECVID<year>_<number-/shoknumber-_<number-. This information is taken from the
MPEG-7 files of the official collection. Then, it contains tkdATE> tag which includes the
broadcasting date of the shot. The document text is surexibg the<DESC> tag and is taken
from the ASR file after calculating the duration of each stehg the MPEG-7 file.

Table 8.1 shows an extract of parsing cycle (1). Each videdik an associated text file in ASCII
format.
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<DOC>

<DOCNC> TRECVID2005 141/shotl41 1 </DOCNOC>
<DATE> 01 _03_2005 </DATE>

<DESC>

New

world

of

</DESC>

</DOC>

Table 8.1: Parsing result (1) in SGML format

The resulting documents of parsing cycle (2) contain mofarimation. It produces files named
after thevideo segment idor each shot in ASCII format. The files are stored in foldeasned
after thevideo id

Figure 8.2 lists an example file.

VideolD: TRECVID2005 141

MediaUri: 20041030 _133100_MSNBC_MSNBCNEWS13_ENG. mpg
VideoSegmentld: shotl41l 1
MediaTimePoint: T00:00:00:0F30000
Starting FrameNumber:0

Startsecond: O

Media Duration: PTOOHOOM02S15075N30000F
Media Duration in seconds: 2

Media Duration FrameNumber: 75

Keyframe Name: shotl 1 RKF

Broadcaster: MSNBC

StartTime of Broadcast: 1114718160
Program: MSNBC News

Country: United States

Date: 2005-03-01

Language: US English

ASR Text:

New

world

of

Table 8.2: Parsing result (2)
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8.4 The multimedia retrieval tool

The graphical user interface is realised using the GUI ib8Wing. To set up the Look and Feel,
it uses the libraries JGoodies Looks Version 2L@vhich are provided under the terms of the BSD
open source license. It is designed to fulfil requirement lnemgo).

The structure of the software system also is oriented onitesystem Hierarchy Standard:

* /bin: Holds all compiled binary files.

* /doc: Contains the APl documentation in HTML format which is extedd from the Java
Source Code. The documentation specifies the classes.

* /etc: Contains the configuration files for the Terrier System.

* /lib: Contains compiled Java classes that are necessary to rproteam.
« /log: Contains the logfiles used for evaluation.

« /share: Contains the stop word list for the Terrier system.

« /src: Contains the implemented source code.

* /var: Contains the inverted index file.

The root folder contains the configuration fike r . cf g where the user can change the path
to the data set. The video surrogates are the output fileseopadinser. The visual features for
each keyframe are stored in ASCII format. The whole systeatigmed to the conditions of the
TRECVID workshop (see requirement number (4)). Hence ntlmaused for the TRECVID 2006
workshop (see requirement number (5)).

The actual retrieval system is divided into two pieces. €herthe graphical user interface as
front end and the retrieval engine working in the back offitbe code is seperated into several
Java packages: Theerrier, uk.ac.gla.terrier.queryin@nd uk.ac.gla.terrier.structurepackages
contain classes for the Terrier system. Tieevid package contains classes and config files for the
visual indexing parttrecvid.clusterings for clustering results. The packagecvid.datacontains
classes for handling the data set. Tthexvid.engingpackage contains all classes that are used
for the retrieval. Therecvid.evaluatiorpackages provides classes for evaluation. tféevid.gui
package contains all layout information and elements tplalysthe Graphical User Interface (see
requirements numbers (1) and (2)) and to support relevasedbhck (see requirement number
(3)). There is a constant data flow between the packages.

Ihtt p: // www. j goodi es. conf downl oads/ | i brari es. ht ni
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8.4.1 Graphical User Interface

After making a state-of-the-art analysis (see sectiond&3)asis for discussion, different graphical
user interfaces were proposed. The suggestions can be foéppendix B. Important condition
was of course to fulfil requirement (6). Finally, the lastposal (figure B.7) was accepted as the
most useful solution.

£ MIR Tool

Enter query and press Search button

+{white house) +bush| ‘ ‘ Search query. ‘ ‘ Expand query ‘ ‘ Erase results | | Start new topic

In order to lfe we sculpture ibself sy sporsme o q 4 is Hum is here rise
Bush again at the White House announced For anki-corruption war and the
Israeli-Palestinian corflict challenges of the Foreign policy is fit and proper who say
vou do not mean that from deep and lasting For freedom and the value and as an
example he Foreign a week's advice and a sound and stable judgment

(") rate relevant () rate relevant
() rake maybe relevant e maybe relevant | () rate maybe relevant | (I rate maybe relevant

() rate not relevant ) rate not relevant () rate not relevant | rate nok relevart

) rate relevant . ) rate relevant () rate relevant
() rate maybe relevant & relev _) rate maybe relevant | () rate maybe relevant

() rate not relevant ) rate not relevant () rate nat relevant

() rate relevant | rate relevant " rate relevant ] rate relevant

() rate maybe relevant | | rate maybe relevant | () rate maybe relevant | | rate maybe relevant
(") rate not relevant [ rate not relevant (") rate not relevant (I rate not relevant Rate the relevance of this videa shat

Thisis & rssult_l lrelevant | | maybe relevant ‘ ‘ not relevant

Figure 8.1: Graphical User Interface

Figure 8.1 shows a screenshot of the developed system. bealivided into three parts: The
Search PanglResult Paneand thePlayback Panel

They will be introduced in the following subsections.

Before the user can use the system, he has to log on to it aedrestiser id therun id and select
thesearch topidie wants to perform. This is necessary for the right assigmwfehe logfiles that
are used for the later evaluation. For this procedure, alsmradow pops up on startup.
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8 Implementation and Documentation

8.4.1.1 Search Panel

The Search Panetontains a text field for entering the query. The textualieeal engine Terrier
has an advanced query language [Ounis, 2005]. The quergosgansiders the boolean algebra.
For combining query words with the boolean OR, the words hae written with space between
each word. The boolean AND can be entered in adding the + syatlibe beginning of each
query word. Words beginning with the — symbol will be ignogdolean NOT). Proper search
gueries would be e.g.:

* 11 t: retrieves entries with eithef or ¢,

t1°2.3 the weight oft; is boosted to 2.3

+1t1 -ty: retrieve entries with; but nott;

+(t1 t): both termg; andt, are required

field:t;: retrieves entries wheig appears in the specified field (date or desc)

Combinations like "+, +t, -t3” are possible.

The retrieval can be triggered by presstagter or by clicking the “search” button. Clicking the
button “Expand query” will open a new window for relevancedback. Read more about it in
chapter 8.4.1.4. The button “Erase everything” will reméwener results as relevance feedback.
Before removing them, the system will ask the user to confiris decision. For starting a new
TRECVID search topic, the user can press the “Start new tdypitton. All former results will be
erased and a new window will pop up where the user can entev aser id run id and select the
nextsearch topic

8.4.1.2 Result Panel

The Result Panels divided into five tabs. Th&earch Result&ab lists all retrieved video shots
ranked using the PL2 model [Amati and van Rijsbergen, 20B2th retrieved shot is represented
via the extracted keyframe. When clicking on one keyframe video shot and more information
will be displayed in the Playback Panel (see following sehea). Under each keyframe, the user
can click on radio buttons to rate the relevance of that aler result. According to their rating
(relevant, maybe relevant and not relevant), the keyfrawikde displayed in one of the other
three tabsreélevance talbs Keyframes which have been retrieved in a prior retrievaldisplayed

in another colour for a better identification. Empty relesanabs are disabled by default. The
number of rated entries is displayed in each title of the.tResults can be moved to other tabs by
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8 Implementation and Documentation

rating them again. The features of the keyframes that aee ralevantwill be proposed as visual
guery for the next search in the query expansion windexplicit relevance feedbagkThe fifth
tab (Final Resulttab) contains the keyframes that the user considered todwsué for the current
search topic.

8.4.1.3 Playback Panel

When the user decides to play one video shot, he gets evegydisplayed in thélayback Panel
which is placed on the right-hand side of the graphical ustariace. On the top, he sees the
selected keyframes in its context — with its neighbouredrkayes to the left-hand and the right-
hand side. He can obtain additional information about tkle@i(Broadcaster, Program, Country,
Date and Language) in moving the mouse over the keyframefi(gpae 8.1). When clicking on
the neighboured keyframes, the Playback Panel will be @gddgisplaying the video shot and the
additional information.

F'|-E|';.:'h.5|2|'=:.'F'-.=_\1"|E|'-

Figure 8.2: Graphical User Interface: Add text to query

Underneath these keyframes, the interface displays tlwratic speech recognition text of the
selected video shot. Here, the user can mark text and adthi triginal search query in pressing
the right mouse button (on Apple Macintosh machines: Cidl mouse click) (see figure 8.2).

In the middle of the Panel, the video shot is played. When k¢ ends, the video pauses. The
user can start and pause the video anytime on clicking onyfheal icon under the video. The
current playing position is presented with a slider bar. Uiber can use this bar to navigate in the
video file. Furthermore, the user can change the volume aatthe Media Properties on clicking
on the representative icons. Then, a new window pops up vefhiotvs additional information like
the name of the video file, the duration and the current prs{see figure 8.3).
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8 Implementation and Documentation

e “H _,

Media Location:  file D2 005hideo.develi20041104_150000_CHMN_LIVEFRO
Content Type:  video.mped
Diration:  00:28:20.06

Position: 00:00:25.25

Close |

Figure 8.3: Graphical User Interface: Player Interface Miedia Properties

On the bottom, the user can either mark a shot as a resultetiratrelevance of the shot via
buttons. Clicking on one of the four buttons will determite time stamp of the shot that is
currently played, detect the name of the shot in the MPEGe7aiild update the Result Panel.
Every played shot is automatically added to the candidstédr the visual query visualised in the
query expansion windowrplicit relevance feedbagk

8.4.1.4 Query Expansion Window

The query expansion window assists the user to refine hiygeigyure 8.4 shows a screenshot of
it. On the top, the panel displays all keyframes the user athds relevant or he played in this run.
He can select or unselect each keyframe and indicate by s swhether he wants to add it as
visual query or not. The rated keyframes are selected bytlefa

In the middle of the panel, he can set a time span if he wantsribne the search according to a
date. The system also proposes exact dates, implicitlytasoed from the videos played before.
Selecting this option will update the textual query. Cligiion a specific date will implement the
field option of the Terrier system, e.g. DATE:21_12 2005e dhate option is disabled by default.
On the bottom, the system suggests query terms that can bd tmithe query. The terms are taken
from the video surrogate of the relevant rated or clickedreeges or — if no keyframes have been
rated or clicked before — from the Top 100 results of theahduery pseudo relevance feedback
The user can change or add new terms and specify for eachfté@rmaisto appear (AND), if it

mayappear (OR), or if itmay not(NOT) be in the video surrogate. Besides, the user can change

the weight for each term.
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Figure 8.4: Query Expansion Window
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9 Evaluation

“To do successful research, you don't
need to know everything, you just need
to know of one thing that isn't known
[Salisbury, 1999].”

ARTHUR SCHAWLOW
American physicist (1921-1999)

The developed system can be the base for various researbk freld of video retrieval. One
research question is presented in chapter 9.1. Chapteré&s2mis the result of a simulated user
study. Chapter 9.3 explains the setting for a TRECVID usgayst Questionnaires for evaluation
are introduced in chapter 9.4. Chapter 9.5 explains the comexrperimental procedure.

9.1 Experimental Hypotheses

he developed system supports explicit relevance feedbatkualimentary implicit rele-

vance feedback: The user has to rate the relevance of a shatetect between proposed

guery terms and can mark a shot as a final result. Interestingdwe to find out, how
much influence implicit relevance feedback can have on vid&teval. An adequate hypothesis
is: “A combination system of implicit and explicit features ettier than the system based on ex-
plicit feature only for video retrieval’ For evaluating this, two systenss and S, with different
forms of interface support for facilitating the use of relaee feedback have to be compared in a
user study. The so far presented system can be used fqr, assecond system supporting more
implicit relevance feedback has been developed based dniitcludes some ideas for implicit
relevance feedback as listed in the following:

* A click on keyframe indicates interest in it.

» The duration of video playing time indicates maybe relévamtent. The longer a video is
played, the higher the likelihood that it is relevant.
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(Almost) neighbouring shots rated relevant indicate ingnace of shots between them. The
enclosed keyframes might be part of the same story.

» The multiple appearance of the same date for differentsshdicates the importance of the
date because of a time limited event. Searching e.g. forif@ay football world cup”, most
results might be found in videos broadcast in June 2006.

» Play/pause video and usage of slider indicates interagtith the video. The more interac-
tion, the more attention a user spends on a video.

« Copying terms from ASR indicates relevance of the text.

« Looking at the video metadata (Java tooltip on the mainreegé) signifies interest in its
content.

As the user might give the implicit relevant feedback uncamssly, it has to be considered very
well how to judge this feedback. Kelly and Belkin [2004] epgrformed a user study on the
relevance of display time as implicit feedback (in a textetieval system). They concluded that
there is no general relationship between display time aaflilreess. Other studies [Claypool et al.,
2001] found out that users display documents that they fiefulifonger than those they do not.
So, experimental results deviate.

The different relevance features must be weighted for iflasg the importance of a result. If
more actions appear on the same result, the weighting most gs the implicit factor grows as
well. Low-level feedback information such as clicking oneyftame or looking at the metadata
cover a low weighting span.

Feature Weighting
Click on keyframe 10
Playing duration> 1sec 10
Playing duratiorn> 2sec 20
Playing duration> 3sec 30
> 2 interactions 10
> 3 interactions 15
> 4 interactions 20
looking at metadata 5
copying terms 5
neighboured shots rated relevant 20
date appeared before 20

Table 9.1: Possible weighting of implicit features
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The weighting can increase, e.g. dependent on the time e® v&dplayed. Explicit feedback has
the maximum weighting of 1.0. Table 9.1 list a proposal on howveight the different features.
The features can be arranged into three categories:

* (C;: Click on keyframe
* C,: View of keyframe (“Playing duration”)
* C3: Interaction with keyframe

As implicitly detected results may not receive a higher wéitg than explicitly selected, the
significance of implicit feedback can be combined to a vakigveen 0.0 and 1.0. So, the implicit

feedback must be aggregated in a strictly monotonic inargdanction with values between 0.0

and 1.0 . A possible function to achieve this ainf{s) = 1 — 1, where{x € R|x > 1}. Figure

X
9.1 shows a plot of the function.

Figure 9.1: Plot of the proposed function

Using more implicit relevance feedback, the formulatiod arecution of new search queries has
to be considered again. In the developed system, the usiledeghen he wants to start a new
retrieval and which details he wants to add to the searchyqiiars concept should be changed as
the user is not always aware of the feedback he gives. Diffa@enarios are imaginable:

» The system automatically formulates and executes a nevy @fter X interactions.
» The user is asked explicitly for starting a new query.
» The user can start a new retrieval (e.g. in using a bu@oeck agaiin

* The system can automatically updateekated video shot&/indow.
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9.2 Simulated Experiment

For testing this hypothesis on the developed systems, tiiereint test runs have been carried out.
Before running real user tests, the user behaviour was ateuil The first test simulated a searcher
using the systens; to perform the 24 TRECVID topics from 2005. An initial queryasvgiven

to the retrieval engine and after a first retrieval, the firg fielevant results were taken for use in
automatic query expansion. (The relevant shots were @etdxst comparing the retrieval results
with the content of the filsear ch. gr el s. t vO5 which was provided by NIST for evaluation
purposes. It contains a list of all relevant shots for eaeinctetopic.) The idea behind this is that
a user would click only on those results which appear to bevagit. The retrieval is then started
again with an updated query (with a maximum of six terms — tipesix terms that were detected
so far) and again, the top five new results which have not beesidered before are used as source
for a query expansion. These steps were repeated up to 18 time

420

400 -

@ IN
8 b
S >

Total number of retrieved relevant shots over all queries
@ @ ) @
& -3 N @
3 3 S 3

©
r
S

)
@D
S

Iterations

Figure 9.2: Total number of retrieved relevant shots oVegwries 61)

As illustrated in figure 9.2, the total number of retrievetbvant shots over all queries increases
in the first iterations. It also shows that after nine itemas, the maximum number of results are
retrieved with no new results retrieved in subsequenttitars.

This result is also sustained by the mean average precistbe simulated test runs. As illustrated
in figure 9.3, the precision increases at the beginning Hauttore iterations, the worse it gets. This
can be explained by the increasing number of irrelevanttsethat are added in later iterations.

For evaluating the systet$,, a user giving random implicit feedback was simulated. lohea
iteration, the detected terms from query expansion befantp the first five retrieved documents
were weighted randomly based on the proposal of table 9. kefAlehaviour was modelled using
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C1 + Gy + C3, whereC; < Cy < Cs. Possible simulated behaviours are e.g. “Click on keyffame
(which adds the weighting of 10 to the retrieved terms) onciClon keyframe” and “View of
keyframe” (which adds the weighting of 30 (=10+20) to theiesed terms). As a refined query
consists of the top six weighted terms, the simulated uskaweur influences the new query
implicitly.
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Figure 9.4: Total number of retrieved relevant shots ovegwries 6,)

Deviating from the results df;, the total number of retrieved relevant shots over all qgeoifS,

tends to result in — apart from few deviations — more resske figure 9.4). The hypothesis that
“a combination system of implicit and explicit features mtter than a system based on explicit
feature only for video retrieval” is supported by the meaarage precision, which stays on the
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same level during all iterations (see figure 9.5).
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Figure 9.5: Mean Average Precisio$p

Summarising these simulated test results, the claimedthgpis can be validated: The simulated
combined syster§; returned better results than the sysignbased on explicit features only.

An interesting research question iVhich weighting factors for the different feature categps
are appropriate for feedback?Therefore, another two runs using a systejrandS, were con-
ducted which simulate random user behaviour under coratidarofC; = C, = C3 (S3) and
C1 > Cy > C3 (S4) respectively.S; gives an equal weighting factor of 10 for each feature while

S4’s weighting is based on table 9.2.

Feature Weighting
Click on keyframe C;) 30
View of keyframe (,) 20
Interaction with keyframe(s) 10
looking at metadata 5
copying terms 5
neighboured shots rated relevant 5
date appeared before 5

Table 9.2: Weighting of implicit features (féiy)

As figure 9.6 illustratesS, retrieved a higher number of results than b8thand S3, so a model

should weightC; > C, > Cs.

The result is also supported by figure 9.7 which illustrabesgrecision after 10 shots retrieved.
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9.3 Experimental Setup

For testing the two systems under the conditions of the 2@RBAVID workshop [NIST, 2006b],
at least eight interactive runs have to be conducted. Exytial design principles such as ran-
domising the order in which topics are selected for each ouvatance learning effects must be
considered.

Before starting a user experiment, each user receivessaidd®-minute tutorial on how to use the
system. Conforming with the 2005 guidelines [NIST, 20065, minutes are allocated for every
user per search task. This time includes the time needecé#aiing the TRECVID topic. The
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guideline outlines the experimental process to be followdth users and search topics should
be arranged using the 8-seacher-by-24-topics latin sqlesign (see table 6.7) as explained in
chapter 6.4.

9.4 Questionnaires

For collecting data about user satisfaction and charatiesj Smeaton and Wilkins [2004] created
a set of questionnaires that can be used for doing inteeastarch experiments. They suggest
three separate questionnaires:

* A pre-experiment user questionnasbould be completed by the user before starting the
training of the system.

* A post-topic questionnairehould be completed by each user after completing a topic.

» A post-experiment questionnasbould be completed by each user after finishing the whole
experiment.

Their questionnaires contain three kind of question:
1. Likert scales
2. semantic differentials
3. open-ended questions

The five pointLikert scaletechnique is taken for quantifying the expression of agesdror dis-
agreement of a user. It presents a set of attitudes. For meg$oe level of agreement, a numerical
value from one to five is used. The value can be measured inlatitgy the average of all received
responses.

The other type of structured question, gemantic differentialprovide a set of bipolar adjectives
with a five-step rating scale between them. The adjectiveggpress one’s attitudes.
Open-ended questiose useful to find out more about the reasons, why a subjeetvbslthe
way he/she does and provides the chance to give free comoreatpects of the system.

These and other survey techniques are presented summayiteglHuman/Computer Interaction
Laboratory [2006] of the University of Maryland/USA.
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9.5 Experimental Procedure

Before beginning the actual experiment, each user shouhgplste thepre-experiment user ques-
tionnaire After logging on and accomplishing a test search, the uaeisghe topic search. All his
actions will be logged automatically for evaluating (seagtler 9.5.1). The user has to fill in the
post-topic questionnairéAfter finishing the search topics, he/she has to fill ingbhst-experiment
guestionnaire The participants should also have the chance to providemants about the system
at the end of their run.

9.5.1 System Logging

While running a search topic, the system automatically fingsuser’s results, his actions and
related information generated by the system.

After each topic, the user results are stored in two diffefées: One log file in XML format is
the file that has to be submitted to NIST for evaluation. Tlemed one can be used for evaluation
using a tool provided by NIST According to [NIST, 2006b], they shall contain at most 1000
shots. Examples listing can be found in appendix C.1.1 ahd®C.

During the interaction, the user behaviour is logged. THegefiles are named based on the
subjects unique identifier used when logging into the systedthe search topic. A tag description
and an example can be found in appendix C.2.

Ihttp://ww itl.nist.gov/iaui/894.02/projects/trecvid/trecvid.tools/trec_
eval _vi deo/
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10 Conclusion and Future Work

“That nothing further remains to be
done.” [Roeder, 1993]

CARL FRIEDRICH GAUSS
German mathematician, astronomer and
physicist (1777-1855)

Giving a final reflection on the finished work, this chapteméga conclusion in summarising its
cognitions and illustrates the course of the work in chap@ed. Chapter 10.2 summarises the
findings of this thesis. In chapter 10.3, final remarks panteas and approaches that have not
been considered in the developed software system but thatath being focused on in a future
work.

10.1 Conclusion

n this thesis, the development of a software tool for intracsideo retrieval has been de-

picted. The structure has been oriented on a research preced

First of all, an introduction on relevant techniques andhuods has been given. This in-
cludes a survey on video data processing, introduced inehapOne video data format has been
representatively presented (chapter 2.1) — MPEG-1 — wisichae the data format of the videos
used here. Following the design paraditphvide and conquer’, it is useful to divide videos into
smaller pieces. One common way has been introduced in ¢hateshot boundary detection.
For a successful retrieval, each divided part of the videsHat”) needs a representative, e.g. for
displaying in an interface. Chapter 2.3 presented the tqokrof automatic keyframe extraction
for generating such a representative.
Chapter 3 delineated the problems and methods of resoldéaling with retrieval in video data.
Currently, many projects such as the European K-Spaceifimip 2005] are financed with the
objective to find solutions for the problem presented in tdap.1, the semantic gap. Serious ap-
proaches to solve it were presented in the chapters 3.2nd.3.4: the development of a semantic
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visual feature ontology and the introduction of relevareedback and based on that a query ex-
pansion.

The techniques presented so far were critically discussebdapter 4.

Chapter 5 gave a survey on interactive video retrieval. Tédedrof a video surrogate containing
textual and visual information of a video were presentechiapter 5.1. A discussion on how to
present video shots best in a retrieval system was hold ipteh&.2. Chapter 5.3 presented two
methods for video indexing: content-based and concepmebaslexing. For creating a retrieval
system that supports the user, it is important to find out nadr@ut his needs and preferences
[Payette and Rieger, 1998]. Corresponding approaches suenenarised in chapter 5.4. The
survey ended with an introduction of two approaches: thenOfideo Digital Library and the
YouTube system (chapter 5.5). The commercial successashictive video retrieval systems such
as YouTube proves the demand for such services.

In chapter 6, the TRECVID workshop was introduced. It is tlteew track of the annual Text RE-
trieval Conference. The organiser NIST and its participgmovide data for the research on video
retrieval. The 2005 data set of TRECVID was presented intelnegp2. Developed approaches
were introduced in chapter 6.3: The Informedia Digital \ddgbrary from CMU, the Fischlar
Digital Video System from DCU and the iBase system develaid@L. Participants of the work-
shop can work on various given tasks. One of them, the seas&hwas presented in chapter 6.4.
It is the relevant task for the development of the presenegys

After that, the software engineering part of the thesis wasithented in the chapters 7 (Design)
and 8 (Implementation and Documentation). The engineevagyoriented on the Object-Oriented
Analysis and Design (OOAD) approach by Booch [1995].

Chapter 9 introduced two research ideas that could be e€alising the developed system. It ex-
plained the need for another system for system evaluatidpessented the results of a simulated
user study. Finally, it introduced the conditions of the TRHED user study.

10.2 Results of the study

The simulated test runs supported the hypothesis that “dic@tion system of implicit and ex-
plicit features is better than the system based on expéaiire only for video retrieval” A devel-
oped systen$; including explicit relevance feedback returned less teghbn a systerfi, which
considered both explicit and implicit relevance feedback.

To investigate the question “Which weighting factors fa thfferent feature categories are appro-
priate for feedback?” three different interactive videriezal models S, - S4, were implemented
supporting textual and visual search queries. These mddelsS, consider both explicit and
implicit relevance feedback using different feedback wéigg methods. The result was that the
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weighting factor used by modék provided the best results. This model is based on consmglerin
the click on a keyframe (C1), the playing duration of a keyfea(C2) and other interactions with
the keyframe (C3) with the weighting C1 > C2 > C3. The earler feedback is given the higher
should be its weighting.

10.3 Future Work

As documented in the thesis, all requirements listed in &rapl have been fulfilled. However,
the here developed system is everything but unmitigatedis@ering the small time frame for
a thesis like this, this realisation is not astonishinglymifar systems as presented in chapter
6.3 reach much better retrieval results. Though they haea lkeveloped and improved over
years with several researchers and programmers workindgpem.t However, in the course of
participating in the yearly TRECVID workshop, the framewdor continuing research is given
for the Information Retrieval Group at the University of &m@w. The system can be used as
a basis to implement, test and evaluate pursuing approdobgsirement (11)). One possible
research direction is presented in chapter 9. As inteaeineo retrieval is a relatively new field
of research, many improvements are imaginable. Moreowenparing and determining similar
systems means learning of their faults and their success.chapter will give a short survey on
approaches that should be considered in future work.

The system at hand can be used to perform interactive videevas. However, this is onlgne
task in the field of video retrieval. TRECVID provides otheeas that could be considered in
progressing research (see chapter 6.1).

As proven by Campbell [2000b] (see also chapter 4.4), it efuldo implement more relevance
feedback to the system for supporting the user in his sedroh.developed system mainly sup-
portsexplicitrelevance feedback. The hypothesis and the simulated tuskris chapter 9 should
be evaluated by running a real user test using the two desélsystems.

Furthermore, the system only takes low-level featuresactmunt. High-level descriptors as pre-
sented in chapter 3.1 also provide useful information amdishbe considered.

The lightweight ontology presented in chapter 3.2 has beéireg/ ignored. A focus on this ap-
pears to be promising for improving interactive video eatal systems.

The videos provided with the TRECVID data collection wereoreled on a short period of time
and the user experiments arrogated by NIST have to be exbeitten 15 minutes each, following
default search topics. It would be interesting to see theieffcy of video retrieval systems in a
daily operation with users running the system for retriguiopicstheyare interested in. There-
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fore, it would be useful to create an up to date video datacbdin and to provide the system to
participants for a more permanent usage to perform longerdtedies. The researchers at DCU
follow this approach with their Fischlar system which wasaduced in chapter 6.3.2.

As the used computer language Java is platform indepentierdeveloped tool can run similarly
under diverse operational systems. It was tested on deskdcpines running Microsoft Windows
XP, Apple Macintosh and Linux. A challenge would be to adaptihterface to other devices such
as handhelds. Foley et al. [2005] already conducted expatsusing a tabletop device.

From the perspective of the interface, several improvesemt conceivable:

Currently, it does not offer the opportunity to select bedwelifferent visual features for compari-
son. The option to select between them should improve thievat. Sophisticated user interfaces
offering this option were presented in chapter 6.

One improvement could be to investigate in finding the rightment when a system suggests new
terms for query expansion. Currently, the user has to clioktton to receive some suggestions. It
Is not said that this is the best solution to visualise thigthier, users should have to click as less
as possible.

The included Media Player from the Java Media Framework stppnly a small number of video
data formats. The official webpage of the APhave not been updated since late 2004. If the de-
veloper Sun has lost interest in further development offtimework, another solution has to be
implemented to support other video formats.

Ihttp://java. sun. conl product s/ j ava- medi a/ j nf/i ndex. j sp
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A.1 TRECVID 2004

The Search Tasks of TRECVID 2004 according to Smeaton e2@04]

125. Find shots of a street scene with multiple pedestriamaation and multiple vehicles in
motion somewhere in the shot.

126. Find shots of one or more buildings with flood waters adit/them.

127. Find shots of one or more people and one or more dogsmwiggether.

128. Find shots of U.S. Congressman Henry Hyde’s face, wargbart, from any angle.
129. Find shots zooming in on the US capitol dome.

130. Find shots of a hockey rink with at least one of the nélty fusible from some point of
view.

131. Find shots of fingers striking the keys on a keyboard Wwis@t least partially visible.
132. Find shots of people moving a stretcher.

133. Find shots of Saddam Hussein.

134. Find shots of Boris Yeltsin.

135. Find shots of a person hitting a golf ball that then ga&sthe hole.

136. Find shots of Benjamin Netanyahu.

137. Find shots of one or people going up or down some vistblgessor stairs.

138. Find shots of a handheld weapon firing.

139. Find shots of one or more bicycles rolling along.

140. Find shots of one or more umbrellas.
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141. Find shots of Sam Donaldson’s face — whole or part, fragnangle, but including both
eyes. No other people visible with him.

142. Find more shots of a tennis player contacting the bali tis or her tennis racket.

143. Find shots of one or more wheelchairs. They may be nezetior not.

144. Find shots of Bill Clinton speaking with at least partloed US flag visible behind him.
145. Find shots of one or more horses in motion.

146. Find shots of one or more skiers skiing a slalom coursie atileast one gate pole visible.
147. Find shots of one or more buildings on fire, with flamessmdke visible.

148. Find shots of one or more signs or banners carried byl@abp march or protest.

A.2 TRECVID 2005

The Search Tasks of TRECVID 2005 according to Smeaton arev#2005]
149. Find shots of Condoleeza Rice.

150. Find shots of lyad Allawi, the former prime minister odd.

151. Find shots of Omar Karami, the former prime minister ebannon.
152. Find shots of Hu Jintao, president of the People’s RiepabChina.
153. Find shots of Tony Blair.

154. Find shots of Mahmoud Abbas, also known as Abu Mazemepmninister of the Palestinian
Authority.

155. Find shots of a graphic map of Iraq, location of Baghdadwed — not a weather map.
156. Find shots of tennis players on the court — both playieikle at the same time.

157. Find shots of people shaking hands.

158. Find shots of a helicopter in flight.

159. Find shots of George Bush entering or leaving a veh&lg,(car, van, airplane, helicopter,
etc.), he and vehicle both visible at the same time.

160. Find shots of something (e.g., vehicle, aircraft,dind, etc.) on fire with flames and smoke
visible.
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161. Find shots of people with banners or signs.

162. Find shots of one or more people entering or leaving ldibg.

163. Find shots of a meeting with a large table and more tharpsople.
164. Find shots of a ship or boat.

165. Find shots of basketball players on the court.

166. Find shots of one or more palm trees.

167. Find shots of an airplane taking off.

168. Find shots of a road with one or more cars.

169. Find shots of one or more tanks or other military velicle

170. Find shots of tall building (with more than 5 floors abtwe ground).
171. Find shots of a goal being made in a soccer match.

172. Find shots of an office setting, i.e., one or more desll&®’s and one or more computers and
one or more people.
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A.2.1 Topic Types

Named

Generic

Topic

Person

Event

Place

Person

Event

Place

149

X

150

151

152

153

154

XX | X|X|X

155

156

157

158

159

160

X | X | XX

161

162

X

163

164

165

166

167

168

169

170

XIX|X| XXX [X[XIX[X]X|X|X]|X]|X]|X

171

172

X

X

Table A.1: 2005 Topic types [Over et al., 2005]
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MIR Tool [ X]

—Query panel — Result panel J
A

Enter query and press Search button

I Henry Hyde 11 sy

Search |

Jv' Include following pictures to retrieval

I~ relevant | relevant

|v relevant

Text from Text Recognition Software...

more results...

— Playback panel J

(Textual Information about the
selected video shot like name, date of
Broadcast, position in entire shot etc.)

Figure B.1: Proposed Interface 1

Interface proposal 1 is mainly oriented on the Fischlaresysrom DCU as it is one of the most
matured systems available. It is divided into three mainefmanquery panel, result panel and
playback panel. The query panel includes textual queridsvesual queries either from example
images or from other frames previously declared as reldwatihe user. The result panel shows
the retrieved results in its context which means, that thie ikeyframe is surrounded by its neigh-
boured frames. Relevant keyframes can be added to the reexhdey activating the check box
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under every frame. Supplementary, the text from the TexbBeition Software is displayed. The
playback panel gives additional information about the diketthe title, time and date of broad-
cast, the position of the shot in the entire video et cetdrasés the Microsoft Media Player for
playback.

MIR Tool

—Query panel — Playback panel
Keywords ] Keyframes ]

Enter query and press Search button
I Henry Hyde

Search I

— Result panel r— Information panel

Position in entire video
additional text - |

[V relevant

(Textual information about the selected video A
shot like name, date of broadcast, etc) =

additional text

additional text

J relevant

Figure B.2: Proposed Interface 2

The second interface proposal is divided into four part&rgpanel, result panel, playback panel
and information panel. The query panel consists of two tegs The keyword register and the
keyframe register. In figure B.2, the keyword register isvatéd. Here, the user can only enter
a textual search query. The second register gives him theceh@ add example images. The
result panel lists the retrieved results, The user can @ickeck box under every keyframe, if it
is a relevant keyframe for his search. Selecting an imagenaatically switches to the keyframe
register in the search panel. The image will be added to tkesearch query. Additional text in
the result panel gives more information about the liste@widhot. The shot can be payed using
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the Microsoft Media Player in the playback panel. Additionéormation can be found then in the
information panel.

MIR Tool

Query panel — Playback panel
Enter query and press Search button

| Henry Hyde

[V Include relevance buckets to search Search

— Relevance buckets

Double-click on bucket to see its content

maybe

relevant
relevant

contains 2 contains 1 |
keyframes keyframe

— Result panel

You can either:
- Hold your mouse on keyframe to get more information. — Information panel
- Click on keyframe to play the shot.
- Rate relevance to specify your search. ﬂ

(Textual information about the selected video
shot like name, date of broadcast, etc)

(" [Jrelevant
(#/| maybe relevant

(e relevant
(" maybe relevant (" maybe relevant

textual
information
appear when
mouse moves
over keyframe

Figure B.3: Proposed Interface 3

Proposal B.3 is divided into five panels: A little search patiee result panel, relevance buckets,
the playback panel and the information panel. In the seaaoklpthe user can enter a query. After
pressing the search button, he gets some results in the pagdl. The resulting keyframes are
listed in order of their relevance. The user can hold the mduston over a keyframe to display
more textual information about the shot using the tool tghteque. Moreover, he can play the
video shot in the playback panel by clicking on the keyfranhethe result panel, he has also
the opportunity to rate the listed imagesrakevantor maybe relevantising radio buttons. Rated
keyframes are stored in the accordant bucket in the relevaunckets panel. The user can view and
change the content of the buckets by double-clicking th&diu@an not be seen on the figure).
These rated keyframes can be added to the next search bgteagfithelnclude relevance buckets
to searchoption in the search panel. As mentioned before, the pldypanel plays the selected
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video shot. It also displays the position of the shot in thigrebroadcast. The information panel
contains more information about the selected video.

]

MIR Tool

—Query panel — Playback panel
Enter query and press Search button

Henry Hyde

Search I Search with images

5 (e relevant (e (" relevant
; ¢~ maybe relevant .* relevant " maybe relevant
\ ¢~ not relevant maybe relevant g ot relevant
not relevan
- (" not relevant
(TS remove Text from Text Recognition Software...

— Result panel

%

(@ relevant (@ relevant ¢~ relevant

(" maybe relevant (" maybe relevant ¢ maybe relevant [

(" not relevant (" not relevant (» not relevant )
\

— Information panel

(Textual information about the selected video
shot like name, date of broadcast, etc) _I

Figure B.4: Proposed Interface 4

Proposal B.4 consists of four panels: The query panel, thatrpanel, the playback panel and
the information panel. The query panel contains a text boxhfe textual query but also includes
keyframes which are declared relevant by the user in pregestiarches. Depending on the button
he uses, the user can either trigger a new search with or wtitholuding these keyframes. The
retrieved images are listed in the result panel. Here, tlee can rate them as relevant, maybe
relevant or not relevant. In the proposal, this is realissdgiradio buttons. A representation using
icons is also conceivable. Keyframes which have been listagprecedent search are highlighted,
so the user can easily differentiate between new and oldtsegdter clicking on a keyframe, the
video starts playing in the playback panel. A bar shows trsgtiom of the shot in the entire broad-
cast. Furthermore, the keyframe is displayed in its conteghowing its neighboured keyframes.
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Here, it is also possible to mark the relevance of a keyfraregtual information are presented in

the information panel.

MIR Tool

Query panel

Enter query and press Search button

Henry Hyde

Search I

Search with images |

e R

remove

¢

— Result panel

@ relevant
' maybe relevant
" not relevant

@ relevant
¢ maybe relevant
¢ not relevant

E
(" relevant

(" maybe relevant
& not relevant

Video Playback

Position in entire video

= |
J
G

Rate the relevance of this video shot to close the window

not relevant I

relevant maybe relevant

Figure B.5: Proposed Interface 5

Proposal B.5 is similar to proposal B.4. It is divided int@ tbearch panel and the result panel
which have the same features as their equivalents in proposaWhether the user wants to play
a video, a new window opens. It contains the keyframe anceighioured frames, some textual
information, the player itself, the position of the shot e tentire video and different buttons for
rating the relevance of the retrieved video. As the window h@ close button, the only chance
to close the window is in pressing one of the rating buttorigs 15 a solution to force the user to
give a relevance feedback, as he else wise might be to camntdnido so. Another advantage is
the possibility to change the size of the window including $iize of the video.
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MIR Tool m

Query panel

Enter query and press Search button
maybe
relevant

Search I contains 2 contains 1 contains 1

keyframes keyframe keyframe

Henry Hyde relevant not relevant

— Result panel Relevant keyframes

: ; b
- R
" relevant * relevant e relevant

" maybe relevant ¢ maybe relevant (" maybe relevant " maybe relevant (" maybe relevant
ot relevant ¢ ot relevant (@ not relevant ¢ not relevant ¢ not relevant

{ relevant @

Video Playback

Position in entire video

Rate the relevance of this video shot to close the window

relevant maybe relevant I not relevant

Figure B.6: Proposed Interface 6

Proposal B.6 combines ideas from the preceding proposa&gntains a query panel consisting of
a text box for the initial query, a search button and alsoghetevance bucketselevant, maybe
relevantandnot relevant After triggering a new search pressing the button, theenetd results
are presented in the result panel. Here, the user can ratedleance. Keyframes which have
been listed in a precedent search are highlighted, so thecasesasily differentiate between new
and old results.

Whether the user wants to play a video, a new window opensoniiains the keyframe and its
neighboured frames, some textual information, the platgasifi the position of the shot in the
entire video and different buttons for rating the relevamitihe retrieved video. As the window has
no close button, the only chance to close the window is ingimgsone of the rating buttons. This
is a solution to force the user to give a relevance feedbackealse wise might be to convenient
to do so. Another advantage is the possibility to changeiteed$ the window including the size
of the video.

Depending on rating, the user can store or buffer relevayft&mes. When clicking on a bucket
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in the search panel, it is highlighted in another colour andantent is displayed on the right hand
side of the interface which is marked in the same colour asélexted bucket. Here, the user can
rate them again to move them into other buckets.

MIR Tool [ X]

Query panel — Playback Panel

Enter query and press Search button

Henry Hyde

Search Results ] relevant (2) | ] not relevant (1) ] additional Text

& I--: o
(® relevant  relevant
™ maybe relevant " maybe relevant " maybe relevant
(™ not relevant (™ not relevant (* not relevant

(® relevant

Position in entire video

Rate the relevance of this video shot

relevant maybe relevant not relevant

Figure B.7: Proposed Interface 7

Figure B.7 shows the last proposal. It unites the best idéatsqrior proposals and strikes
a balance between all of them. After entering a query in tleeckepanel, results get listed in
the result panel. Here, the user can rate the relevance oétheved results aselevant, maybe
relevantandnot relevant Keyframes which have been listed in a precedent searchgrighted,

so the user can easily differentiate between new and oldtsedthe appearance of the relevance
buckets which was first introduced in proposal B.3 has chanew, they are positioned under
the result panel in another layer. The user can switch betwesse layers using tabs. Empty tabs
are disabled.

The playback panel contains the keyframe and its neighbiduaenes, some textual information,
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the player itself, the position of the shot in the entire widend different buttons for rating the
relevance of the retrieved video.
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C.1 Video Search Result Log

C.1.1 Log files for submission

Example of a log filé listing the shots a user retrieved for a search topic.

<!—— Example video search results—>
<IDOCTYPE videoSearchResulSYSTEM "videoSearchResults.dtd">
<videoSearchResults>
<videoSearchRunResult pType="I" trType="C" sysld="&#Cy1" priority="1" condition="1"
desc="This,interactive run_uses local ,ASR_and all_the featuresdonatedby DCU">
<videoSearchTopicResult tNum="075" elapsedTime="9&2{rcherld="A">
<item seqNum="1" shotld="shot118 2"/>
<item seqNum="2" shotld="shot118_ 3"/>
<item seqNum="3" shotld="shot18_19"/>
<item seqNum="4" shotld="shot123_2"/>
<item seqNum="5" shotld="shot56_42"/>
<item seqNum="6" shotld="shot193 3"/>
<item seqNum="7" shotld="shot121_12"/>
<item seqNum="8" shotld="shot22_20"/>
<item seqNum="9" shotld="shot103_122"/>
<l——..——>
<item seqNum="1000" shotld="shot118_2"/>
</videoSearchTopicResult>
S
<videoSearchTopicResult tNum="099" elapsedTime="2e@rcherld="2">
<item seqNum="1" shotld="shot118 2"/>
<item seqNum="2" shotld="shot118_ 3"/>
<item seqNum="3" shotld="shot18_ 19"/>

ltaken fromht t p: / / www= nl pi r. ni st. gov/ proj ect s/ tv2005/ dt ds/ vi deoSear chResul t s. xni
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<item seqNum="4" shotld="shot123_2"/>
<item seqNum="5" shotld="shot56_42"/>
<item seqNum="6" shotld="shot193_3"/>
<item seqNum="7" shotld="shot121 12"/>
<item seqNum="8" shotld="shot22_20"/>
<item seqNum="9" shotld="shot103_122"/>
<l—-—...——>
<item seqNum="1000" shotld="shot118_2" />
</videoSearchTopicResult>
</videoSearchRunResult>
</videoSearchResults>

C.1.2 Log files for internal evaluation

Example of a log file created for evaluation. It contains etfieved and rated shots arranged by a
weighting of their relevance.

0149 0 shot61_30 1 999.0 4711
0149 0 shot65_47 2 199.0 4711
0149 O shotll_178 3198.0 4711
0149 0 shot19_44 4197.0 4711
0149 0 shot10_355196.0 4711
0149 0 shot8_154 6 195.0 4711
0149 0 shot5_191 7 194.0 4711
0149 0 shot53_455 8 193.0 4711
0149 0 shot37_21 9192.0 4711
0149 0 shot108_164 10 191.0 4711
0149 0 shot24_39 11 190.0 4711
0149 0 shot83_52 12 189.0 4711
0149 0 shot35_151 13 188.0 4711
0149 0 shot116_251 14 187.0 4711
0149 0 shot70_127 15 186.0 4711
0149 0 shot100_32 16 185.0 4711
0149 0 shot24_40 17 184.0 4711
0149 0 shot108_249 18 183.0 4711
0149 0 shot37_24 19 182.0 4711
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C.2 User Behaviour Log

C.2.1 Tag description

The tags used in the behaviour logs are described in thestbblew.

Tag

Meaning

USER
TOPIC
RUNID

User ID
Topic ID
Run ID

Table C.1: general information

Tag

Meaning

CLICKADDTERM
CLICKCANCEL
CLICKEXPAND
CLICKERASE
CONFIRMERASE
CLICKSTARTTOPIC

New term field
Cancel button
Expand query button
Erase results button
Confirm erase

Start new topic buttor

Table C.2: general interaction tags

Tag Meaning

VQCANDIDATE | Visual query candidate
EXPTERM term from query expansion
VQUERYSIZE | visual query size

TQUERY textual query

ETQUERY textual query after expansign

Table C.3: query expansion tags
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Tag Meaning

PASTE paste query (from Playback Panel)
CUTQ cut query (Search Panel)
PASTEQ paste query (Search Panel)
ADD2VQ add to visual query list

REMFROMVQ | remove from visual query list
DDATQUERY | disable date query
EDATQUERY | enable date query

Table C.4: queries and query modification tags

Tag Meaning

CLICK click on keyframe
RATER rate relevant
RATEMR rate maybe relevant
RATEIR rate not relevant

RATECKR rate calculated keyframe relevant
RATECKMR | rate calculated keyframe maybe relevant
RATECKIR | rate calculated keyframe not relevant
RATECKFR | rate calculated keyframe as final result
BROWSEL | click on left neighboured keyframe

BROWSER | click on right neighboured keyframe

Table C.5: retrieval strategy (action) tags

C.2.2 Example log

Tue Aug 08 12:56:15 BST 2006

INFO Tue Aug 08 12:56:15 BST 2006 USER: Frank

INFO Tue Aug 08 12:56:15 BST 2006 TOPIC: 0149

INFO Tue Aug 08 12:56:15 BST 2006 RUNID: 4711

INFO Tue Aug 08 12:56:20 BST 2006 TQUERY: bush

INFO Tue Aug 08 12:56:28 BST 2006 CLICK: /collection/TREMA005_132/shot132_5 RKF.jpg

INFO Tue Aug 08 12:56:33 BST 2006 RATECKIR: /collection/TR¥ID2005 132/shot132_ 5 RKF.jpg
INFO Tue Aug 08 12:56:39 BST 2006 CLICK: /collection/TRE@MA005_61/shot6l 30 RKF.jpg

INFO Tue Aug 08 12:56:42 BST 2006 RATECKFR: /collection/TRAD2005 61/shot61 30 RKF.jpg
INFO Tue Aug 08 12:56:45 BST 2006 CLICKEXPAND

INFO Tue Aug 08 12:56:45 BST 2006 VQCANDIDATE: /collecti@RECVID2005_132/shot132_5 RKF.jpg
INFO Tue Aug 08 12:56:45 BST 2006 VQCANDIDATE: /collectidRECVID2005_61/shot61_30_RKF.jpg
INFO Tue Aug 08 12:56:45 BST 2006 EXPTERM: plai

INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: bush

INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: call
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INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: secur

INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: watch

INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: secretari

INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: think

INFO Tue Aug 08 12:56:46 BST 2006 EXPTERM: help

INFO Tue Aug 08 12:56:50 BST 2006 ADD2VQ /collection/ TREMAO05_132/shot132_5 RKF.jpg
INFO Tue Aug 08 12:57:00 BST 2006 ETQUERY: +bush +usa

INFO Tue Aug 08 12:57:00 BST 2006 VQUERYSIZE 1
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