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Abstract

TheWeb is an essential component ofmoving our society to the digital age. We use it for communication,
shopping, and doing our work. Most user interaction in the Web happens with Web page interfaces.
Thus, the usability and accessibility of Web page interfaces are relevant areas of research to make the
Web more useful. Eye tracking is a tool that can be helpful in both areas, performing usability testing
and improving accessibility. It can be used to understand users’ attention on Web pages and to support
usability experts in their decision-making process. Moreover, eye tracking can be used as an input
method to control an interface. This is especially useful for people with motor impairment, who cannot
use traditional input devices like mouse and keyboard. However, interfaces on Web pages become more
and more complex due to dynamics, i. e., changing contents like animated menus and photo carousels.
We need general approaches to comprehend dynamics on Web pages, allowing for efficient usability
analysis and enjoyable interaction with eye tracking. In the first part of this thesis, we report our work
on improving gaze-based analysis of dynamic Web pages. Eye tracking can be used to collect the gaze
signals of users, who browse a Web site and its pages. The gaze signals show a usability expert what
parts in the Web page interface have been read, glanced at, or skipped. The aggregation of gaze signals
allows a usability expert insight into the users’ attention on a high-level, before looking into individual
behavior. For this, all gaze signals must be aligned to the interface as experienced by the users. However,
the user experience is heavily influenced by changing contents, as these may cover a substantial portion
of the screen. We delineate unique states in Web page interfaces including changing contents, such that
gaze signals from multiple users can be aggregated correctly. In the second part of this thesis, we report
our work on improving the gaze-based interaction with dynamic Web pages. Eye tracking can be used
to retrieve gaze signals while a user operates a computer. The gaze signals may be interpreted as input
controlling an interface. Nowadays, eye tracking as an input method is mostly used to emulate mouse
and keyboard functionality, hindering an enjoyable user experience. There exist a few Web browser
prototypes that directly interpret gaze signals for control, but they do not work on dynamic Web pages.
We have developed a method to extract interaction elements like hyperlinks and text inputs efficiently on
Web pages, including changing contents. We adapt the interaction with those elements for eye tracking
as the input method, such that a user can conveniently browse the Web hands-free. Both parts of this
thesis conclude with user-centered evaluations of our methods, assessing the improvements in the user
experience for usability experts and people with motor impairment, respectively.
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Zusammenfassung

Das Web ist ein wesentlicher Bestandteil der Transformation unserer Gesellschaft in das digitale Zeital-
ter. Wir nutzen es zur Kommunikation, zum Einkaufen und für unsere berufliche Tätigkeit. Der
größte Teil der Benutzerinteraktion im Web erfolgt über Webseiten. Daher sind die Benutzbarkeit und
Zugänglichkeit von Webseiten relevante Forschungsbereiche, um das Web nützlicher zu machen. Eye-
tracking ist ein Werkzeug, das in beiden Bereichen hilfreich sein kann. Zum einen um Usability-Tests
durchzuführen, zum anderen um die Zugänglichkeit zu verbessern. Es kann verwendet werden, um die
Aufmerksamkeit der Benutzer auf Webseiten zu verstehen und Usability-Experten in ihrem Entschei-
dungsprozess zu unterstützen. Darüber hinaus kann Eyetracking als Eingabemethode zur Steuerung
einer Webseite verwendet werden. Dies ist besonders nützlich für Menschen mit motorischen Beein-
trächtigungen, die herkömmliche Eingabegeräte wie Maus und Tastatur nicht benutzen können. Allerd-
ings werden Webseiten aufgrund von Dynamiken, d. h. wechselnden Inhalten wie animierte Menüs und
Bilderkarussells, immer komplexer. Wir brauchen allgemeine Ansätze zum Verständnis der Dynamik
aufWebseiten, die eine effiziente Usability-Analyse und eine angenehme Interaktionmit Eyetracking er-
möglichen. Im ersten Teil dieser Arbeit berichten wir über unsere Forschung zur Verbesserung der blick-
basierten Analyse von dynamischenWebseiten. Eyetracking kann verwendet werden, um die Blicke von
Nutzern auf Webseiten zu erfassen. Die Blicke zeigen einem Usability-Experten, welche Teile auf der
Webseite gelesen, überflogen oder übersprungen worden sind. Die Aggregation von Blicken ermöglicht
einem Usability-Experten allgemeine Eindrücke über die Aufmerksamkeit der Nutzer, bevor sie sich
mit dem individuellen Verhalten befasst. Dafür müssen alle Blicke entsprechend des von den Nutzern
erlebten Inhalten verstanden werden. Die Benutzererfahrung wird jedoch stark von wechselnden In-
halten beeinflusst, da diese einen wesentlichen Teil des angezeigten Bildes ausmachen können. Wir
grenzen unterschiedliche Zustände von Webseiten inklusive wechselnder Inhalte ab, so dass Blicke von
mehreren Nutzern korrekt aggregiert werden können. Im zweiten Teil dieser Arbeit berichten wir über
unsere Forschung zur Verbesserung der blickbasierten Interaktion mit dynamischen Webseiten. Eye-
tracking kann verwendet werden, um den Blick während der Nutzung zu erheben. Der Blick kann als
Eingabe zur Steuerung einer Webseite interpretiert werden. Heutzutage wird die Blicksteuerung meist
zur Emulation einer Maus oder Tastatur verwendet, was eine komfortable Bedienung erschwert. Es
gibt wenige Webbrowser-Prototypen, die Blicke direkt zur Interaktion mit Webseiten nutzen. Diese
funktionieren außerdem nicht auf dynamischen Webseiten. Wir haben eine Methode entwickelt, um
Interaktionselemente wie Hyperlinks und Texteingaben effizient auf Webseiten mit wechselnden Inhal-
ten zu extrahieren. Wir passen die Interaktion mit diesen Elementen für Eyetracking an, so dass ein
Nutzer bequem und freihändig im Web surfen kann. Beide Teile dieser Arbeit schließen mit nutzerzen-
trierten Evaluationen unserer Methoden ab, wobei jeweils die Verbesserungen der Nutzererfahrung für
Usability-Experten bzw. für Menschen mit motorischen Beeinträchtigungen untersucht werden.
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CHAPTER 1
Introduction

The World Wide Web has evolved to the primary source for information and tool for communication
since its invention in 1989. Mostly, users access services on Web sites through the interaction with
graphical user interfaces defined by Web page documents. Thus, the design and the interaction with
Web pages have a considerable impact on our daily lives. The usability and accessibility of Web pages
are relevant areas of research to make the Web more useful to all people.

Tracking of the eye movements of a user has been evolved as a helpful tool in both research areas of
usability and accessibility. Eye tracking allows for estimating a user’s eye gaze on a stimulus, like a
graphical user interface on a computer screen. As of today, video-based remote eye-tracking systems
have become affordable (e. g., devices like Tobii 4C or VI myGaze) and manufacturers start to integrate
eye-tracking technology into monitors, mobile computers, and virtual reality headsets. Within the next
years, we can expect a high number of end-user systems with Web access to gather gaze signals through
dedicated hardware. We think it is time to break out of the laboratory setting and explore how eye
tracking can be efficiently combined with Web technology to improve the usefulness of the Web.

Following our motivation to improve on usability and accessibility of the Web, we categorize the appli-
cation of eye tracking in the Web as following:

– Eye gaze is a strong indicator for attention [55], which provides insights into how a user perceives
a Web page and supports usability experts in assessing the user experience through gaze-based
analysis. Researchers and companies are interested in estimating the attention on aWeb page, e. g.,
which sections are read, glanced, or skipped by users, and analyzing the usability of a Web page in
general. This analysis requires an accurate association between the coordinates of the gaze signals
and a representation of the Web page as it had been a stimulus to the users.

– Eye gaze is a natural means for communication between humans, and research has investigated
various strategies to incorporate gaze as a communication channel in the human-computer interac-
tion [88], allowing a gaze-based interaction with graphical user interfaces. Interaction with Web
pages through gaze signals as input has been utilized primarily in the context of accessibility. Peo-
ple withmotor impairment are often restricted in their control of traditional input devices likemouse
and keyboard, and interaction with eye movements can provide them with access to digital media
and communication.
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Chapter 1 Introduction

1.1 Research Questions

Gaze-based analysis and gaze-based interaction require to relate the gaze signals and the screen contents,
which are acting as a stimulus to a user. Past research in eye tracking mostly relied on images or videos
as a stimulus. Images or videos make it trivial to know what has been visible to a user at which point
in time, allowing a straightforward interpretation of gaze signals. In contrast, graphical user interfaces
usually offer multiple states, sometimes called views or modes. A user can select an interaction element
like a hyperlink to navigate between these states. For example, a user can go to the home page of an
online shop, which acts as the initial state of the graphical user interface. Then, the user selects the
hyperlink which says “Deal of the day.” The computer loads and displays the deal of the day from that
online shop, which signifies a different state in the graphical user interface.

For gaze-based analysis, a usability expert may want to understand what led to the decision of purchas-
ing a product. A common approach is to analyze the gaze signals just before a click on the “Buy-Button”
happened — or did not happen. Gaze signals from multiple users can be aggregated such that compar-
isons between different users are possible. However, through the selection of other products, a user can
explore further states of the graphical user interface of that online shop. Even though every user starts on
the same initial state in the graphical user interface, the users may choose individual sequences through
the available states, e. g., browsing various products when searching for a specific product. The interac-
tion therefore potentially leads to a varying sequence of states per user. We need to delineate between
the states in a graphical user interface to aggregate the gaze signals correctly per unique state.

For gaze-based interaction, we need to interpret the gaze signals in intelligent ways to allow rich inter-
actions as required in the Web. A user might want to search for a product by entering a search query.
In this case, we need to interpret the gaze signals as text input. Then, the user wants to select one of
the found products. In this case, we need to interpret the gaze signals as a selection of a product. The
intelligent interpretation of gaze signals requires an understanding of the interface semantics, i. e., the
interaction elements that are available in the graphical user interface. We need to distinguish between a
hyperlink, which can be clicked with a mouse, and a text input, which requires characters from keyboard
input. Only then we can give users visual hints on which kind of interactions with the graphical user
interface are available, let them conveniently select elements to interact with, and finally provide them
with a gaze-based interaction that intelligently interprets the gaze signals as required for the specific
interaction context.

In the early days of the Web, the graphical user interface as defined by a Web page document was not
changed after initial loading, similar to a read-only text document in a word processor. Hyperlinks on a
Web page could be selected to navigate to further Web pages via their respective address. The address
of a Web page was used to delineate between the states of graphical user interfaces in the Web, enabling
gaze-based analysis with a straightforward aggregation of multiple gaze signals per state. Furthermore,
hyperlinks and text inputs could be extracted from the graphical user interface by parsing the initial Web
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1.1 Research Questions

page document. Then, the interaction could be adapted for eye tracking as the input method, enabling
gaze-based interaction. But more elaborated dynamics onWeb pages were introduced with plug-ins like
Adobe Flash Player1 in 1996, becoming widespread in the 2000s. These dynamics came in the shape
of infinite scrolling lists, photo carousels with automatically changing photos, animated menus, or em-
bedded videos. Those elements introduced further states of a graphical user interface per Web page and
required sophisticated interactions. Nowadays, the concept of third-party plug-ins for contents in the
Web is deprecated and dynamics are covered in the Web standards as defined by the World Wide Web
Consortium (W3C) [143]. However, research in eye tracking has ignored this development so far. Dy-
namics have a big impact on the interactivity of a Web page and are an essential part of the modern Web.
We focus our research on the user-centered application of eye tracking in the Web, comprehensively
considering dynamics on Web pages. Thus, we define two research questions (RQ) that we cover with
three research approaches (RA) each:

RA 2.1 RA 2.2 RA 2.3

RA 1.1 RA 1.2 RA 1.3

Assessing
Design

Considering
Dynamics

Understanding
Challenges

RQ 1: How to Improve the Gaze-based

Analysis of Dynamic Web Pages

RQ 2: How to Improve the Gaze-based

Interaction with Dynamic Web Pages

Research Questions Research Approaches

RQ 1: How to Improve the Gaze-based Analysis of Dynamic Web Pages. Analysis of
unconscious human behavior has been the most prominent use case of eye tracking in the past. Besides
the use of eye tracking in psychological studies about reactions of participants to manifold stimuli, eye
tracking has recently become a vital tool in commercial testing of usability doing behavioral studies.
Foremost the user experience on Web sites is analyzed since Web sites are the most important gateway
for customers to many services. The vast amount of Web-based services leads to high competition and
ongoing design changes to retain and attract customers. The ISO-9241-210 [85] also defines the design
of a user-centered computer system as an inherently iterative process, requiring user-based testing at
any stage of development. Thus, our first research question is how to improve the gaze-based analysis
of dynamic Web pages for usability experts, such that they can better study the usability of Web pages
while requiring less time.

RA 1.1: What are the challenges for a usability expert in analyzing gaze data on dynamic Web pages?
We need to understand the data, techniques, and workflows that usability experts employ in behavioral
studies with eye tracking on Web sites. Only then we can estimate the impact of dynamics in Web pages
on their work and come up with methods that can make their tasks easier to be performed.

1https://web.archive.org/web/20201115004736/https://www.adobe.com/products/flashplayer.html, ac-
cessed on 20th May 2021.
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Chapter 1 Introduction

RA 1.2: Can we automatically detect when contents on a dynamic Web page visually change?
We need to define which dynamics are of interest to a usability expert. Then we can investigate how to
detect those dynamics on a Web page and decide how to disambiguate them from dynamics that might
have no relevance for a behavioral study, e. g., underlining at hovering of a hyperlink.

RA 1.3: How to evaluate recording and representation of dynamic Web pages for gaze-based analysis?
We must evaluate whether the methods we introduce can support usability experts in their workflow. It
is important to understand whether usability experts can save time when they employ our methods and
whether the experience of the users is represented accurately with our methods.

RQ 2: How to Improve the Gaze-based Interaction with Dynamic Web Pages. Eye track-
ing as an input method can be especially useful for people with motor impairment. People with motor
impairment may benefit from the opportunities of digital media and communication tools on the Web.
However, people with motor impairment may be hindered in the operation of traditional input devices
like mouse and keyboard. There have been a few prototypes for making interactions with a Web page
through eye tracking as an input methodmore usable [123, 154, 2]. But these prototypes did not consider
dynamics on Web pages and they were very limited in their functionality. Nevertheless, also ISO-9241-
210 [85] defines that users with disabilities must be considered when designing user-centered computer
systems. Thus, our second research question is how to improve gaze-based interaction with dynamic
Web pages for people with motor impairment, such that the Web becomes more usable for them through
eye tracking.

RA 2.1: What are the challenges for a user in gaze-based interacting on dynamic Web pages?
As of now, gaze-based Web browsing and interaction with Web pages is exclusively handled with the
emulation of traditional input devices when it comes to end-user products [200]. The emulation approach
allows users to indirectly control applications, e. g., a Web browser, as if they are operating the computer
with a mouse and keyboard. We want to investigate which challenges users face when they use such an
emulation approach for Web browsing, so we can improve the user experience with our methods.

RA 2.2: Can we automatically detect interaction elements on dynamic Web pages?
We require the interface semantics of a Web page to adapt the interaction for eye tracking as the input
method. Past works that adapted interaction in the Web for unconventional input devices relied on the
initial parsing of aWeb page document to retrieve interaction elements. This is not sufficient for dynamic
Web pages, as their contents may change after the Web page has been loaded. We require an efficient
method to automatically retrieve, classify, and track interaction elements during a user session.

RA 2.3: How to evaluate the user experience of gaze-based interaction on dynamic Web pages?
Wewant to evaluate whether our approach of adaptation for gaze control leads to a better user experience
for people with motor impairment. However, research in eye tracking for interaction has limited their
evaluation metrics to performance indicators, i. e., how fast a user can execute a specific task. We instead
take a user-centered perspective to judge the user experience in interacting with the Web as a whole.

4



1.2 Research Contributions

1.2 Research Contributions

The first part of this thesis is about improving gaze-based analysis of dynamic Web pages, addressing
RQ 1. We describe the background, related work, and challenges in the analysis of the usability of Web
pages using eye tracking in Chapter 3, following RA 1.1. The Web page dynamics make it difficult to
synchronize and aggregate gaze signals of multiple users. We divide the dynamics into those that are in-
troduced through scrolling and those that are introduced through changing contents, either automatically
or because of interaction by a user. For compensating dynamics that are caused by scrolling, we propose
to take screenshots of the Web browser viewport during a user session and stitch them toward a single
image. This produces a common space for all users on which their gaze signals can be aggregated. We
enhance this representation of a Web page further by cropping the regions that are displayed relative to
the viewport, e. g., navigation bars that stay on the top of the viewport— even when a user scrolls. We
compose the stitched screenshot and those regions to an enhanced representation of a Web page, with
the gaze signals of all users mapped accordingly. We describe the enhanced representation in Chapter 4,
following RA 1.2. To cover changing contents on a Web page in the recordings, we build upon the
enhanced representation and introduce the notion of visual change on aWeb page. From the perspective
of a usability expert, visual change may happen when a menu is expanded, or a carousel photo changes.
We recorded a dataset of browsing on real-world Web sites and have manually labeled the recordings
for these kinds of visual changes. We replicate that human-decision-based labeling process about vi-
sual change by using computer-vision features and machine learning. Finally, we merge visual coherent
parts of the recordings across users into so-called visual stimuli. We describe the framework of visual
stimuli discovery in Chapter 5, also following RA 1.2. For both methods, the enhanced representation
and the visual stimuli discovery, we introduce and execute a methodology to evaluate them regarding
the usefulness for usability experts, following RA 1.3.

The second part of this thesis is about interacting with Web pages through eye tracking, addressing
RQ 2. We present pointing and typing methods, show how these methods can be combined to an em-
ulation of mouse and keyboard input, and discuss challenges of this approach for users in Chapter 6,
following RA 2.1. Consequently, we propose how to improve the user experience and suggest adapting
the interaction on Web pages for gaze signals by considering the interface semantics of a Web page. For
this, we come up with an efficient way to retrieve, classify, and track interaction elements on dynamic
Web pages through introspection. We implement the introspection and adaptation in a gaze-controlled
Web browser, named “GazeTheWeb,” which is described in Chapter 7, following RA 2.2. We perform
a comprehensive user-centered evaluation of the gaze-based interaction with GazeTheWeb. First, we
report a study that compares the user experience using GazeTheWeb to an emulation approach in infor-
mation retrieval tasks. Second, we show the feasibility of gaze-adapted interfaces for people with motor
impairment in a lab study. Third, we present the results from a field study in which GazeTheWeb had
been deployed to thirty participants with motor impairment for one month. We discuss the outcomes
from the studies to assess our introspection and adaptation methods in Chapter 8, following RA 2.3.
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Awards GazeTheWeb has been awarded on three distinct events. Its accessibility and user experience
were signified with the TPG Accessibility Challenge Judges’ Award at the 2017Web For All conference
in Perth, Australia. Its technical approach received an honorable mention at the 2017 TheWebConfer-
ence in Perth, Australia. Finally, it scored third place in the first Digital Imagination Challenge by
Unitymedia for its social impact and commercial potential. Moreover, we have received the Best Video
Award at the 2018 ACM Symposium on Eye Tracking Research & Applications for the accompanying
video about the enhanced representation method.

1.3 Software and Dataset Contributions

As part of this thesis, several software projects have been developed and were released under open-
source licenses.

GazeTheWeb (https://github.com/MAMEM/GazeTheWeb/tree/master/Browse)
GazeTheWeb is a gaze-controlled Web browser. It supports unobtrusive gaze-based Web access with
a browser incorporating unique interface design and Web engineering. Implemented with support by
Daniel Müller and Christopher Dreide. See Chapter 7 for more details.

eyeGUI (https://github.com/raphaelmenges/eyeGUI)
eyeGUI is a framework to load, manipulate, and render graphical user interfaces for eye tracking as
primary input method. See Section 6.3 for more details.

VisualStimuliDiscovery (https://github.com/eyevido/visual-stimuli-discovery)
The framework of visual stimuli discovery contains the tools and scripts required to process video and
interaction recordings into stimulus shots and visual stimuli. See Chapter 5 for more details.

Schau genau! (https://github.com/raphaelmenges/schaugenau)
Schau genau! is an eye-tracking game for the State Horticultural Show in Landau, Germany, 2015.
Implemented with support by Kevin Schmidt. See Section 6.2 for more details.

StupidSurvey.js (https://github.com/raphaelmenges/StupidSurvey.js)
StupidSurvey.js is a survey framework using JavaScript and no database. See Appendix G for multime-
dia form elements that we have designed for the expert survey about the visual stimuli discovery.

Moreover, we have released the dataset used in the visual stimuli discovery framework, consisting of
the video and interaction recordings, the stimulus shots, and the visual stimuli as discussed in Chapter 5:
https://zenodo.org/record/4737774.
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1.4 Supporting Publications

This thesis is supported by following publications, listed in chronological order:

(1) Raphael Menges, Hanadi Tamimi, Chandan Kumar, Tina Walber, Christoph Schaefer, and Steffen
Staab. “Enhanced Representation of Web Pages for Usability Analysis with Eye Tracking”. In:
Proceedings of the 2018 ACM Symposium on Eye Tracking Research & Applications. ETRA ’18.
Warsaw, Poland: ACM, 2018, 18:1–18:9. URL: http://doi.acm.org/10.1145/3204493.
3204535

(2) Raphael Menges, Chandan Kumar, and Steffen Staab. “Improving User Experience of Eye
Tracking-Based Interaction: Introspecting and Adapting Interfaces”. In: ACM Trans. Comput.-
Hum. Interact. 26.6 (Nov. 2019). Accepted May 2019, 37:1–37:46. URL: http://doi.acm.
org/10.1145/3338844

(3) Raphael Menges, Chandan Kumar, and Steffen Staab. “Eye tracking for Interaction: Adapting
Multimedia Interfaces”. In: Signal Processing to Drive Human-Computer Interaction: EEG and
eye-controlled interfaces. Ed. by Spiros Nikolopoulos, Chandan Kumar, and Ioannis Kompatsiaris.
Healthcare Technologies, Institution of Engineering and Technology. Institution of Engineering
and Technology, 2020. Chap. 5, pp. 83–116. URL: https://digital-library.theiet.org/
content/books/10.1049/pbce129e%5C_ch5

The contents of the first two sections of (1) are part of Chapter 3. The remaining sections of (1) are
included in Chapter 4. The contents of the first section of (2) are distributed to this chapter and Chapter 6.
The second and third sections of (2) are part of Chapter 6. A few paragraphs of the third section have
been also used in Chapter 2 and Chapter 7. The fourth section of (2) forms Chapter 7 and is partly
contained in Chapter 2. The remaining sections of (2) are included in Chapter 8. The first section of (3)
is the basis for Chapter 2, whereas the second and third section are used in Chapter 6. The contents of
Chapter 5 have not been published at the time of writing this thesis.
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CHAPTER 2
Foundations

In this chapter, we provide the foundational knowledge for a reader to understand the remainder of
this thesis. First, we introduce the terminology used throughout the thesis in Section 2.1. Second,
we discuss details about the technology behind Web pages as graphical user interfaces in Section 2.2.
Third, we explore the technology behind eye tracking, especially concerning its limitations that we have
to consider, in Section 2.3.

2.1 Terminology

Before going into the details, we introduce the overall terminology used throughout this thesis. See
Figure 2.1 for a drawing that relates the most important terms. The drawing shows a user in front of a
setup that consists of a screen, an eye-tracking device attached below the screen, and a computer with
an Internet connection. The user has requested a Web page from a Web server, which is transferred over
the Internet as a Web page document. We define a Web page document as the textual contents, styles,
scripts, and resources, like images or videos, a Web page consists of. A Web browser software on the
computer renders the Web page document using its Web engine. Most Web pages exceed the available
screen space in height. Therefore, a Web browser limits the rendering of a Web page to a viewport that
fits on the screen. A user can move the crop of the Web page in the viewport by scrolling, i. e., with a
mouse wheel or the arrow keys on a keyboard. The Web browser displays the viewport alongside its
controls, e. g., an address bar, as the graphical user interface. We call the graphical user interface just
interface in the rest of this thesis. The interface is sent to the screen as pixel data that tells the screen how
to color each pixel of its pixel matrix. The pixel data from the interface on the screen acts as a visual
stimulus for the user, who gazes at the screen and looks at the displayed contents. The eye-tracking
device below the screen estimates the point-of-regard (POR) of the user within the two-dimensional
space of the screen onto the stimulus. It sends the estimation of sequential PORs as gaze signal to the
computer. The gaze signal consists of a series of gaze samples, each corresponding to one estimation of
a POR at a point in time. The computer processes the incoming gaze signal with filtering to gaze data,
which is a series of fixations and in-between saccades. We call the combination of the eye-tracking
device and the gaze signal processing an eye-tracking system. Finally, the gaze data can be used either
to analyze the attention of the user on theWeb page or to enable the user to interact with theWeb page.
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It is to be noted that the drawing omits traditional input devices like a mouse and keyboard. However,
for the case of gaze-based analysis, a user usually performs interaction with the setup through mouse
and keyboard input. Then, eye tracking is passively used to estimate the attention on a Web page. In
contrast, when enabling interaction with eye tracking, we erase the need for mouse and keyboard and
employ eye tracking actively to control a Web page.
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2.2 Basics of Web Pages

Most interaction on the Internet happens through Web sites and their respective Web pages. Web sites
can offer a vast variety of services to users, like providing information, allowing shopping, enabling
communication, and even letting users edit text documents and excel sheets.

2.2.1 Access to Web Pages

A user instantiates a Web browser and provides a uniform resource locator (URL) in the address bar of
the Web browser. A URL points to a specific resource in the Web, e. g., a Web page, such that the Web
browser can query for that resource over the Internet. Such a URL is made up of several parts, as shown
in Figure 2.2. (1) defines the protocol to communicate with the Web server. (2) is called the host or
hostname. (3) is the subdomain. Most commonly, World Wide Web (www) is used. (4) is the domain.
This is often considered as the address of aWeb site. (5) is the top-level domain and indicates the purpose
or the country of the service. (6) is an internal path on the Web server and specifies the Web page to be
displayed from the Web site. If it no path given, a Web browser displays the index.html from the root
directory. (7) after a question mark, parameters and their respective values might be appended, which,
e. g., can be processed by scripts on a Web page. Here a specific video on YouTube is addressed.

https:// www.youtube.com /watch ? v = 42yGmr3NE0k} } } } } } }

(1) (2) (6) (7)

(5)
(4)(3)

6B;m`2 kXk, � l_G i?�i TQBMib iQ � pB/2Q QM i?2 uQmhm#2 pB/2Q TH�i7Q`K- bTHBi BMiQ Bib T�`ibX

We simplify the underlying terminology and define a Web site as a collection of Web pages that can be
accessed under one domain through unique directory paths.

2.2.2 Technologies of Web Pages

AWeb browser receives the contents of a requested Web page as a hypertext markup language (HTML)
document. This document consists of extensible markup language (XML) elements of different types
(container, hyperlink, image, etc.) with various attributes (address of a hyperlink, assigned style class,
etc.). Container elements can have child elements of arbitrary type, allowing for nested XML structures.
The structure is parsed into a document object model (DOM), which is a tree that consists of DOM
nodes. Each DOM node corresponds to a single element from the HTML document and stores standard-
conforming attributes as properties. The <body> element is parsed into the document.body node, which
acts as root node of the tree that models the actual Web page contents.

11
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The layout and design of the content are defined by cascading style sheets (CSS). One can define style
classes with CSS that differ in their style attributes, e. g., color, font, position, size, or visibility. Each
element in the HTML code can be assigned one or more style classes, and style attributes can even be
set for each element. Cascading selectors are used per style attribute to decide which value is applied.
Another core technology of the Web is JavaScript, a high-level, just-in-time compiled programming
language that can be used to manipulate the contents, style, and interactivity of a Web page. CSS and
JavaScript can be provided in separate files or defined within the HTML code in a <style> tag or a
<script> tag, respectively. We choose the latter for the listings in this section.

2.2.3 Dynamics on Web Pages

In the past, aWeb page would show the same interface for each request and would not change its contents
upon interaction. A Web page might still have exceeded the available viewport height and the user
could scroll the contents within a viewport. Nevertheless, every Web page could be treated as a static
document, similar to a read-only text document in a word processor, which can be parsed a single time
to retrieve the complete interface structure.

Modern Web pages however often change their contents automatically or via interaction after the initial
loading. We call those Web pages dynamic Web pages. Dynamics can be achieved through JavaScript
functions, which have read and write access to the DOM tree and the style classes. The JavaScript func-
tion calls can be triggered by local events (e. g., photo carousel, infinite page scrolling) and remote events
(e. g., news updates from live events such as game scores). According to “httparchive.org,”1 about
97% of the crawled Web pages make use of dynamic JavaScript requests (statistics from 11th Septem-
ber 2017). The JavaScript requests are especially utilized in the context of Asynchronous JavaScript
and XML (AJAX), which allows dynamic addition and change of Web page contents via client-server
communication when encountering local or remote events [139]. Hence, the visibility, position, and
associated functionality of elements can change during user interaction with a Web page.

2.2.4 Example of an Interactive Photo Carousel

In the following, we walk through the example of a photo carousel made of compound elements. The
carousel consists of three photos (see Figure 2.3), of which only the active one is displayed to a user.
A user can switch between the available photos by clicking on buttons on the Web page. This example
demonstrates how dynamic and interactive content can be implemented on a Web page. The HTML
code in the following would be placed within the <body> element of a Web page document.

First, we provide HTML code that loads the photos into <image> elements in Listing 2.1. The <image>
elements themselves are items of <li> elements within an unordered list <ul>. We add an id “carousel”

1http://httparchive.org/interesting.php
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U�V S?QiQ }H2 photo1.jpg U#V S?QiQ }H2 photo2.jpg U+V S?QiQ }H2 photo3.jpg
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to the unordered list element in line 1 and the style class “photo” to every image element. Furthermore,
we assign the style class “show” to the active photo that will be shown in the carousel. We have not yet
added any styling or scripting. Thus, the assignment of style classes has no effect. See Figure 2.4 for
the Web page document as rendered by a Web browser. The Web browser displays the three photos as
list items of the unordered list element. All photos are visible at once and each item of the unordered
list element has a bullet in front of it.

1 <ul id="carousel">
2 <li>
3 <img src="photo1.jpg" class="photo show">
4 </li>
5 <li>
6 <img src="photo2.jpg" class="photo">
7 </li>
8 <li>
9 <img src="photo3.jpg" class="photo">
10 </li>
11 </ul>

GBbiBM; kXR, >hJG +Q/2 rBi?BM <body> 2H2K2Mi Q7 i?2 q2# T�;2
/Q+mK2Mi iQ /BbTH�v i?2 i?`22 T?QiQb Q7 i?2 T?QiQ +�`Qmb2HX
LQi2 i?�i i?2 bivH2 +H�bb2b �`2 MQi v2i /2}M2/ �M/ ?�p2 MQ 2z2+iX

6B;m`2 kX9, q2# T�;2 `2M/2`BM;
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Second, we define style classes to display only the active photo within the extents of the carousel. See
Listing 2.2 for the respective CSS code. We select the unordered list element through its identifier in
line 3. We remove the bullets in front of the items in line 4, set padding and margin to zero in line 5 and
line 6, and specify the height in line 7. We set the position style attribute to relative in line 8, which
tells a Web browser to place the unordered list element relative to the surrounding contents of the Web
page in the normal flow. Furthermore, we set the position attribute of all photos to absolute in line 12.
Such elements are placed at the position within its last ancestor element that has a position attribute of
anything other than static. In the example it makes the photos to be positioned in absolute relation
to the unordered list element. Because we do not provide any offset, all photos are displayed with zero
offsets to the unordered list element. See Figure 2.5 for the Web page document as rendered by a Web
browser after including the CSS code. Instead of the three photos in a vertical row, only one photo is
visible at the exact position of the unordered list. The last defined photo photo3.jpg overlays the other
photos. Now, the compound element looks like a photo carousel.

1 <style type="text/css">
2

3 #carousel {
4 list−style−type: none;
5 padding: 0px;
6 margin: 0px;
7 height: 300px;
8 position: relative;
9 }
10

11 .photo {
12 position: absolute;
13 }
14

15 </style>

GBbiBM; kXk, .2}MBiBQM Q7 *aa +Q/2 BM i?2 q2# T�;2 /Q+mK2MiX

6B;m`2 kX8, q2# T�;2 `2M/2`BM;

Third, we add interactivity to the carousel, allowing a user to switch between the photos in the carousel.
See Listing 2.3 for the HTML, JavaScript, and CSS code. The plan is to have a style class that brings an
element into the front of all other elements. We assign that style class exclusively to the active photo.
In the script, we first retrieve an array of all photos by querying for the style class photo in line 4.
We remember the index of the active photo in the global variable active, which is defined in line 7.
The function changePhoto(offset) in line 8 takes an offset to be applied to the value of active. It
accepts positive and negative values, which allows for going both directions in switching through the
photos. After resetting the style classes for the previously active photo in line 9, we update the index
of the photo to be active in line 10. Then, we add the show style class to the image element that holds
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the active photo in line 11. In line 18 and following, we define the show style class within a <style>
element. Here, we make use of the style attribute z-index, which indicates the order of rendering to
a Web browser. Originally, all <image> elements are rendered at a z-index of zero. In such a case of
equal z-indices, the order of definition within the HTML code decides which photo is visible to a user.
By defining a higher z-index for one <image> element, its contained photo is rendered in front of the
other photos. Finally, we add in line 24 and line 25 each a button that allows to navigate to the previous
and the next photo, respectively, by executing changePhoto(offset) on a click event. See Figure 2.6
for screenshots of the three states of the carousel. Additionally, a periodical switch between the photos
could be implemented by employing the setInterval functionality of JavaScript.

1 <script type="text/javascript">
2

3 /* select carousel by id and photos by class */
4 var photos = document.querySelectorAll(".photo");
5

6 /* manage active photo */
7 var active = 0;
8 function changePhoto(offset) {
9 photos[active].className = "photo";
10 active = Math.min(Math.max(active + offset, 0), photos.length−1);
11 photos[active].className = "photo show";
12 }
13

14 </script>
15

16 <style type="text/css">
17

18 .show {
19 z−index: 1;
20 }
21

22 </style>
23

24 <button onclick="changePhoto(−1);">Previous</button>
25 <button onclick="changePhoto(+1);">Next</button>

GBbiBM; kXj, AMi`Q/m+iBQM Q7 >hJG- C�p�a+`BTi- �M/ *aa +Q/2 iQ 2M�#H2 BMi2`�+iBQM rBi? i?2 +�`Qmb2HX

Defining different z-indices for the <image> elements is one way to implement a photo carousel. There
are various other ways to accomplish the same outcome in a rendering of the Web page. One could scale
all <image> elements but the one to be displayed to zero, move the elements out of the viewport, adapt
the visibility attributes of the elements, or change the opacity of the elements. See Listing 2.4 for an
implementation that utilizes the opacity instead of the z-index, while a Web browser renders the Web
page identical to the variant from Listing 2.3.
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The broad set of possibilities in implementing dynamics on a Web page is not exclusive to a photo
carousel but applies in the same way to menus that can expand, pop-up windows, etc.

1 <style type="text/css">
2

3 .photo {
4 position: absolute;
5 opacity: 0;
6 }
7

8 .show {
9 opacity: 1;
10 }
11

12 </style>

GBbiBM; kX9, h?2 T?QiQ brBi+?BM; +�M �HbQ #2 BKTH2K2Mi2/ #v +?�M;BM; i?2 QT�+Biv BMbi2�/ Q7 i?2 x@BM/2tX

2.3 Basics of Eye Tracking

The term “eye tracking” refers to the process of tracking the movement of the eyes in relation to the head,
estimating the direction of eye gaze. The eye gaze direction can be related to the absolute head position
and the geometry of the scene, such that a POR may be estimated. We call the sequential estimation of
the POR gaze signal, and a single estimation gaze sample.
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2.3.1 Anatomy of the Eye

The eyeball is covered mostly by a white protective tissue, called sclera. The colored part in the center
of the eye is the iris, which encloses a hole, called pupil. The iris can shrink or grow the pupil; thus,
less or more light enters the eye. Iris and pupil are covered by the transparent cornea. A flexible lens
is placed directly behind the iris which refracts the light, such that it falls focused on the rear interior
surface of the eye, the retina. The retina is covered by two types of photosensitive cells. The rods are
sensitive to brightness. The cones are sensitive to chromatic light. There is a spot of high density in
cones with a diameter of 1°– 2° on the retina, which is called fovea. The eye moves so that the light
from the focused object falls into the fovea. Thus, our perceived focus of sight is sensed in the fovea
region. Figure 2.7 shows a schematic illustration of the eye.

FoveaLensPupil

Sclera

Iris

Cornea
Retina

Optical axis

Visual a
xis

6B;m`2 kXd, a+?2K�iB+ BHHmbi`�iBQM Q7 i?2 �M�iQKv Q7 � ?mK�M 2v2X

Each eye moves with the help of three antagonistic pairs of muscles that provide the eye with three
degrees of freedom. One muscle pair performs horizontal movements, one muscle pair performs vertical
movements, and the third muscle pair performs rotational movements around the direction of the view.
The eye movements can be categorized into saccades or fixations [103]. Saccades are fast movements
under 100ms of both eyes in the same direction. These movements can be jump-like, gradual and
smooth, or random. Fixations are times of about 100 – 600ms for which an eye rests at a particular
POR. The diameter of the fovea defines the portion in the visual angle of sharp sight, which is what we
are interested in for eye tracking. S is the size of the object and D is the distance to the object. We can
estimate the visual angle of an object [55] with

A = 2 arctan
S

2D
. (2.1)

The anatomy indicates two limitations of eye tracking which cannot be simply overcome with better
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Model myGaze n 4C Skyle

Manufacturer Visual Interaction GmbH Tobii AB eyeV GmbH
Sampling rate [Hz] 30 90 20 – 40
Operating distance 40 – 100 cm 50 – 95 cm 45 – 65 cm
Head box 50 x 30 cm at 65cm 40 x 30 cm at 75 cm 30 x 12 cm
Accuracy 0.4° n/a 1-2°
Precision (RMS) 0.05° n/a n/a
Connection USB 3.0 USB 2.0 USB 3.0
Screensize [in.] 10 – 27 max. 27 max. 24

technology. First, we need a calibration of an eye-tracking system for each individual. The eyeballs of
different people have a variance in size, but more importantly, the fovea is not located directly opposite of
the pupil on the optical axis, but 4°– 8° higher. Thus, the visual axis must be determined by a calibration
procedure to find the POR. Second, the eye does not necessarily move such that the light of the object
of interest falls in the perfect center of the fovea. The fovea diameter of about 1° limits the accuracy
of an eye-tracking system to ±0.5° [52]. This is most often the best-case accuracy that manufacturers
provide in their specifications, see Table 2.1. In comparison, the index fingernail also covers about 1°
of the view at arm’s length distance. This means at a distance of 70 cm and a visual angle of 1° an
uncertainty of 1.2 cm. An uncertainty of 1.2 cm translates to about 44 pixels on a 24 in. monitor at a
resolution of 1,920 × 1,080 pixels. See Figure 2.8 for an example of the uncertainty on a computer
screen. Additionally, photosensitive cells in the eyes only react to changes in the amount of light they
receive. In lack of changes, they quickly adapt and stop responding. Therefore, the eyes need to slightly
move during long fixations, introducing micro-saccades [86].

2.3.2 Techniques to Track Eye Movements

Three techniques have become popular to measure eye movements [55]. Each technique has its moti-
vations but also limitations, especially regarding everyday use.

Electro Oculography

In electro oculography (EOG), electrodes are attached to the skin around the eyes to measure an electric
field that exists when the eyes rotate. The movement of an eye can be estimated by recording small
differences in the electric potential of the skin around the eye. Specific electrode designs can record
horizontal and vertical eye movements [69]. Originally, it was believed that the sensors measure the
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electric potential of the eye muscles. It turned out that the sensor measures an electric field of the eye,
which appears to be an electric dipole. However, the signal can change even when there is no eye
movement, especially through external factors like nearby electric devices. The EOG offers a cheap and
easy, but invasive technique to record large eye movements. The EOG technique is not well suited for
the use-case of interaction, yet it is frequently used by clinicians. The advantage of the EOG technique
is its ability to detect eye movements even when an eye is closed, e. g., while a person sleeps.

Scleral Search Coils

Using scleral search coils (SSC) [186], a coil of wire is attached to the eye. Usually, small coils of
wire are embedded into a modified contact lens. A voltage is induced in the coil and movements of
the coil within a magnetic field can be measured. The contact lenses are inserted into the eye under
anesthetics. The advantage of SSC is the high accuracy and the nearly unlimited resolution in time. The
disadvantage of SSC is that it is a highly invasive technique. Thus, this technique is mostly used in
medical and psychological research. Similar to EOG, the SSC technique tracks eye movements only in
relation to the head and does not indicate the POR.

Video Oculography

In video oculography, a setup with single or multiple cameras with no or multiple light sources is used to
determine the movement of the eyes from captured images [149]. Mostly, infrared light is used to cause
reflections on the cornea, which are visible as glints in captured images. As the cornea has a spherical
shape, the glints stay in the same position independent of the eye gaze direction. A vector between pupil
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and glints can be calculated, which is used to estimate the direction of the eye gaze. Commercial eye-
tracking systems mostly implement video-based eye tracking techniques, see Table 2.1 on page 18.

The video-based gaze estimation can be problematic for dark brown eyes for which the contrast between
the brown iris and the black pupil is very low, as it makes it difficult to detect the pupil in the captured
image. An additional infrared light source can be placed close to a camera, such that the emitted light
reflects from the retina straight back to the camera. The reflected light makes the pupil appear white
in the captured image and provides more contrast to the iris, which helps in detecting the pupil on the
captured image. The effect is well known as the “red-eye” effect when photographing faces with a
flash. Modern eye-tracking devices combine a single or two cameras with an array of carefully placed
light sources. The light sources can flicker periodically to illuminate the eyes only for certain image
captures. For example, let’s consider an eye-tracking device with one camera and three light sources.
Two light sources that are placed a few centimeters away from the camera might be used to produce
glints on the eyes in one image while capturing dark pupils. A third light source that is placed close
to the camera produces another image of the eyes with bright pupils. The images from both setups are
captured sequentially andmake the systemmore robust regarding the color of the iris of a user. Either the
image of the black pupils or the image of the white pupils would provide a sufficient contrast to detect
the pupils on the image. Modern eye-tracking devices vary in the frequency to report so computed gaze
coordinates from 30Hz up to 1,000Hz. Interaction through eye tracking requires a frequency that is
comparable with the refresh rate of the screen. Thus, we recommend using systems that sample gaze
at 60Hz for interaction with eye tracking. Eye detection and tracking with video oculography remain
a very challenging task due to several unique issues, including external illumination, viewing angle,
occlusion of the eye, and head poses that make it difficult for the camera to detect the eyes of the user.

Eye-tracking systems using the video-oculography technique are available as table and head-mounted
devices. Table-mounted eye-tracking devices, also known as remote eye-tracking devices, are designed
to gather POR estimations in the coordinate system of the screen. Thus, in the context of our research,
we primarily use table-mounted eye-tracking devices. See Figure 2.9 for such a system.

2.3.3 Gaze Signal Processing

Eye-tracking systems produce gaze signals, which require processing to account for their limited accu-
racy and precision.

Calibration of an Eye-Tracking System

A direct calculation of the POR from the captured images would not only require the spatial geometry
of the eye-tracking system, the relative screen placement, and the eye position, but also the radius of
the eyeball and offset of the fovea, which is specific to an individual. Commercial systems provide a
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Graphical user interface
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dedicatedmode for calibration, during which the screen shows a stimulus that is drawn by the software of
the eye-tracking system. The stimulus usually consists of a, i. e., a dot, which moves between predefined
coordinates, called calibration points. The dot moves sequentially from one calibration point to the next
and stops at each calibration point for a short amount of time. The user is asked to follow the dot on the
screen using their eyes but not their head. This calibration procedure provides reference data from the
eye-tracking device for each calibration point. The reference data is used to calculate the parameters for
the mapping of the glint-pupil vector on the captured images to the respective coordinates on the screen.
Calibrations usually make use of five to nine calibration points, depending on the desired accuracy. The
quality of the mapping can be tested using the reference data by comparing the mapped gaze signals to
the true coordinates of the calibration points.

Error Modeling of Gaze Signals

Besides lighting, visual angle, and iris color, also calibration drift, tremor, and microsaccades of the
eyes, which are in a magnitude of 0.1°, contribute to the inaccuracy of POR estimation [75]. Error in
gaze signal can be modeled using the two measures of precision and accuracy. Precision is defined as
the ability of the eye-tracking system to reliably reproduce the POR at a fixation. The precision error is
perceived as high-frequency noise in the POR estimation. Accuracy is defined as the average difference
between the coordinate of the focused object and the measured POR. The accuracy error is perceived as
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bias in the gaze signal. The body of work in signal processing includes techniques to filter and smooth
the gaze input for improved precision [64, 106, 75]. Research in the field of design and interaction has
proposed adaptive designs like enlarged and screen-centered interface elements or visual feedback [103,
18], to compensate for accuracy issues when it is crucial to determine the attention on a certain element
of an interface that is sized below the accuracy limit of an eye-tracking system.

Filtering of Gaze Signals

Filtering of gaze signals has the purpose to improve the precision and delineate between fixations and
saccades. We call the result of filtering gaze signals toward fixations and saccades then gaze data.
Some eye-tracking systems already incorporate filtering, yet the manufacturers often do not specify their
approach. There are four popular approaches to filter recorded gaze signals and identify fixations [156],
as described next:

– Velocity-threshold identification. A point-to-point velocity is calculated between the coordinates
of sequential gaze samples. Saccadic eye movements are considered to have a velocity of more than
300°/s, whereas fixations are considered to have a velocity of less than 100°/s. A fixed threshold
criterion can be applied to separate fixations and in-between saccades. For each fixation, a centroid
of the gaze samples is calculated. The time of the first gaze sample is the start of the fixation, while
the time from the first gaze sample in the fixation until the time of the last gaze sample in the
fixation is considered as the duration of the fixation. However, the static threshold is prone to over-
segmentation of gaze signals into fixations. Yet, velocity-based filters are the most popular filtering
approach, as they are effective and simple to implement.

– Hidden-Markov-model identification. Saccades and fixations can be modeled as a probabilistic
state machine using a hidden-Markov model. Two states are implemented. One state represents
the velocity distribution for gaze samples of saccades and the other state represents the velocity
distribution for gaze samples of fixations. The hidden-Markov-model filter allows a more robust
identification than fixed-threshold approaches, but the filter is more difficult to implement.

– Dispersion-threshold identification. Gaze samples that belong to a fixation tend to cluster spa-
tially closely together. One can go through the gaze signal over time and calculate the spatial spread
of the coordinates of gaze samples in a time window. When the spatial spread is below a preset
threshold, a time window is considered a fixation. A time window in which content is considered
a fixation can be expanded until the spatial dispersion of the covered gaze samples is too high. For
each time window, its spatial centroid is taken as the coordinate of its contained fixation.

– Area-of-interest identification. The so-far described approaches to identify fixations can iden-
tify them at any location on the screen. In contrast, area-of-interest identification considers only
gaze signals that occur within specified target areas. The approach uses a duration threshold to
distinguish fixation in the target area from passing saccades in those areas. The target areas must
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be defined manually or by another algorithm, which is the reason why the filter is not generally
applicable. However, the filter can provide high-level insights into the gaze signals regarding the
stimulus.

Online Filtering of Gaze Signals for Interaction Purposes

In contrast to the filtering of recorded gaze signals, filtering of gaze signals for interaction must happen
on the fly. Only a small time overhead to the estimation of the raw gaze samples may be added. Fixation
must be recognized in the gaze signal, while new gaze samples are coming in. The incoming gaze
samples may extend the fixation or be part of a saccade toward another fixation. Usually, only the
current fixation is of interest for interaction purposes. A basic attempt to smooth the gaze signal is to
collect samples over time and to average their coordinates [64], toward a reliable POR for every update
of the interface. This basic smoothing idea can be performed for a sliding time window, to cover, e. g.,
the current user fixation but not the whole gaze signal history. By declaring a gaze sample at the current
time t as Xt , N as window size, and w as applied weight per sample, we can define the following
formula to calculate a weighted average X̂t of the gaze signal:

X̂t =
N−1∑

i=0

wi∑
j wj

Xt−i. (2.2)

The weight is defined by an additional kernel function, which takes the age of each sample into account.
Feit et al. [64] name three common kernels to calculate a weight per sample in the window:

– Linear kernel. wi = 1. Every sample is weighted equally.

– Triangular kernel. wi = N − i + 1. Latest sample is weighted the highest, oldest is weighted
with one — the lowest weight.

– Gaussian kernel., wi = e−
(i−1)2

2σ2 . σ =
√

−(N−1)2

2ln(0.05) is defined to assign the oldest sample in the
window with i = N − 1 the weight of 0.05.

The Gaussian kernel is reported [64] to deliver the best results.

Saccade Detection The described filtering using a sliding time window assumes that all gaze sam-
ples inside the time window belong to a single fixation. However, the time window might contain
samples from two or more fixations just after the user has shifted her attention and performed a sac-
cade. Averaging all samples in the time window would produce a fixation somewhere in the middle of
the contained fixations, possibly on a region that the user never had fixated. Therefore, the time win-
dow for filtering can be limited to the current fixation by using a spatial threshold [161]. The spatial
threshold works similarly to the velocity-threshold identification and separates fixations by the spatial
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distance of sequential gaze samples. The current fixation is then defined as gaze samples which distance
is successively below a spatial threshold, starting from the latest gaze sample.

Outlier Correction Eye-tracking devices may produce single outliers, e. g., when a reflection is
shed on the camera or the data transfer suffers from an error. This may produce a single outlying gaze
sample, which would prohibit proper filtering of a fixation. Therefore, when going from the latest to
the oldest gaze sample within the sliding time window, for each gaze sample that is classified to belong
to another fixation than the current one, the previous gaze sample is also checked if it belongs to the
current fixation. If the previous gaze sample belongs to the current fixation, the looked-at gaze sample is
discarded as an outlier and the consideration is continued at the previous gaze sample [106]. Otherwise,
the consideration ends and the weighted average of the collected gaze samples is considered as the
current fixation.

2.4 Conclusion

Nowadays, the Web and eye tracking can be brought together in one setup using a standard computer, an
Internet connection, and an affordable eye-tracking device. The setup is inexpensive, making the big-
scale collection of gaze signals from everyday use a realistic scenario. However, Web page interfaces
and their internal structure can be complicated, as the example of a photo carousel in this chapter has
shown. The same looks and interactivity of compound elements can be accomplished using manifold
methods. Furthermore, additional content can be loaded during Web browsing, such that a dynamic
Web page can change its looks and interactivity during the user session. The complications render it
potentially difficult to know from the Web page document what is actually displayed to a user, such
that the gaze signals can be correctly interpreted within the context of the stimulus. Moreover, eye
tracking entails limitations in accuracy and selection, which are especially important to consider for any
gaze-based interaction.

We use the term “dynamic” to refer to Web pages that alter their visual appearance after the initial load,
whether automatically or triggered by user interaction. It is to notice that the term “dynamic” is used
with a slightly different meaning in eye-tracking research [23]. In eye-tracking research, a dynamic
stimulus is any stimulus that changes over time, e. g., a video or an interface. Furthermore, a video
is called a passive stimulus because a user cannot control how the stimulus changes. Thus, the gaze
data can be easily synchronized between participants. In contrast, an interface that can be manipulated
by a participant is called an active stimulus. Gaze data collected on an active stimulus is not easy to
synchronize across multiple participants. Therefore, aWeb page is – regarding eye-tracking terminology
– a dynamic and active stimulus. All stimuli that are used for analysis and interaction through eye
tracking in this thesis are considered to be dynamic and active.
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Analyzing the Web using Eye Tracking
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CHAPTER 3
Background of Analysis with Eye Tracking

In this chapter, we provide the background about how eye tracking can support usability experts with the
analysis of Web pages. First, we describe how eye tracking is used in behavioral studies by researchers
and companies to estimate the attention of users on Web pages in Section 3.1. Second, we discuss
why introspection and interaction recordings of Web pages do not allow aggregating the gaze data from
multiple users in Section 3.2. Third, we look at methods that rely on screenshots of Web pages for
usability analysis in Section 3.3. Screenshots allow aggregating the gaze data of multiple users, making
the analysis potentially more efficient. Fourth, we introduce related work from shot and scene detection
in Section 3.4. We later apply shot and scene detection methodology to split and merge video recordings
of user sessions on Web pages toward screenshots that each cover one unique interface state.

3.1 Eye Tracking in Usability Analysis

Popular methods like clickstream analysis (e. g., Google Analytics) or A/B testing may be integrated by
Web developers and aim at understanding population statistics by answering how many and how much
is the product usage. In contrast, dedicated usability studies focus on the deep understanding of user
behavior to answer why and how to fix design issues. In this regard, usability experts aim to understand
how interfaces of Web sites stimulate user responses, such as mouse or eye movements, mouse clicks,
touch or key pressings, to address shortcomings of these interfaces.

In this thesis, we focus on supporting studies that aim to assess the usability ofWeb pages by quantifying
user attention [28]. Eye tracking has been employed to analyze attention in several application domains,
such as medical, sports, commerce, and human-computer interaction studies [146, 82, 54, 153, 43, 57,
14]. Gaze data provides implicit feedback on the interaction behavior of users, which is arguably more
intuitive and natural than the conventional indicators [160]. Behavioral studies with eye tracking in
usability analysis can provide rich qualitative and quantitative feedback by users. However, an eye-
tracking study to represent a target group in browsing a Web page requires about 34 participants [59].
Therefore, we need methods to aggregate gaze data to gather a complete picture of attention and to
visualize the collected gaze data of all users in a comprehensive way.
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3.1.1 Area of Interest

Commonly, gaze data is mapped onto a representation of the stimulus [60, 23], i. e., an image. Hence,
usability experts can assess and correlate which elements of the stimulus have drawn attention and which
have been ignored. Usability experts usually define areas of interest (AOIs) on a stimulus to aggregate
gaze data by multiple users within specific regions. These regions might contain the face of a person,
a headline, or an advertisement banner. The estimation of attention in such regions provides a usability
expert with implicit user feedback to evaluate a design and compare to different designs. AOIs can be
defined before or after the execution of a study. In research, especially psychology, the experimental
setup is rather rigid and all stimuli – mostly photos – are known beforehand. In such a scenario, AOIs
can be defined on a stimulus before the execution of the study, which allows later for an efficient analysis
of the gaze data by the participants of the study. In the case of videos, AOIs can be even animated in
their position and size to compensate for the movements of objects in the video. In studies on Web
pages, the setup is less rigid, and the stimuli are more complex in their appearance. In the past, HTML
tags like <div> had been chosen as AOIs before the study execution [20]. But single tags from the Web
page document do not necessarily correspond to visual blocks on the Web page. Therefore, usability
experts prefer to mark AOIs on the stimulus, in our case the rendered Web page, after the execution
of the study, as it is more intuitive and independent of the potentially complex internal structure of a
Web page. Therefore, the usability experts need special kinds of recordings and representations of the
stimuli, such that they can mark meaningful AOIs.

3.1.2 Visualization of Gaze Data

Besides the marking of AOIs and the computation of eye-tracking-related metrics, another important
technique is to visualize the gaze data. We divide the visualization techniques into point-based and
AOI-based approaches [23].

Point-based Visualization of Gaze Data Point-based approaches visualize the gaze data in con-
text with the stimulus. The most popular point-based visualization technique for gaze data is the scan-
path. Each fixation is plotted as one circle. The index of each fixation is shown as a number within the
respective circle. Longer fixations result in bigger circles. Subsequent fixations are connected through
lines, which can be interpreted as saccades. The scanpath of each user is colored uniquely, such that the
scanpath of different users can be distinguished. Another popular point-based visualization technique
is the heatmap. In a heatmap, the sequence of fixations is discarded and the fixations of all users are
aggregated. The density of fixations is taken to estimate the level of attention within a certain region.
Regions of high attention are colored differently from regions of low attention. See Figure 3.1 for an
example of gaze data visualized as a scanpath and as a heatmap.
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AOI-based Visualization of Gaze Data AOI-based approaches can either display the gaze data
in the context of the stimulus or be used to process the attention of users on a quantitative level. For the
prior, the AOIs can be rendered onto the stimulus, and transitions in the attention of users between the
AOIs can be visualized as arrows. For the latter, details about the attention on AOIs like the count of
users that looked at the region, the total fixation count, the time until the first fixation, or the aggregated
fixation duration can be listed. Furthermore, the transitions between AOIs can be counted across users
and plotted in a transition matrix. This allows high-level insights into the overall user behavior, e. g.,
whether customers commonly looked at the price, the photos, or the ratings of a product before clicking
on the button to purchase the product.

Metrics on AOIs, point-based, and AOI-based visualization approaches require an accurate registration
of gaze data to the stimulus. A valid interpretation of the gaze data is only possible when the represen-
tation of a Web page as stimulus and the gaze data is correctly aligned, both spatially and temporally.
However, the accurate representation of a dynamic and active stimulus, i. e., an interface, which is crit-
ical to associate gaze data spatially, has received less attention in research and commercial tools.

3.1.3 Challenge of Interface Representation

The interface recording and later representation are critical for the accurate mapping of gaze data with
respect to the elements inspected by the users. Traditionally, interfaces were comprised of a small or
medium number of static visual elements, e. g., an interface might have consisted of several views which
would not change their appearance upon user interaction. Then, each view in the interface would be
considered a stimulus that triggered various responses of users, e. g., gaze paths or mouse traces, which
might have been recorded and aggregated for each such stimulus. The usability expert who saw gaze
paths or mouse traces depicted on a view would understand how users navigate through the interface
elements, or which parts were rarely considered [58], and hence, she might suggest to re-order elements

29



Chapter 3 Background of Analysis with Eye Tracking

according to the needs of users or the priorities of the interface designer.

In modern interfaces, however, users manipulate and respond to passive or active content. For example,
rich interfaces may choreograph menus and photo carousels, adjust dynamically to clicking, hovering,
and scrolling triggered by a user, or exhibit other complex rendering and visual effects [23]. In this
regard, Web developers may use a plenitude of styling attributes like visibility, opacity, display,
transform, and z-index to overlay content and dynamically control the visuals of a Web page. The
actual visibility of an element is not only controlled by the attributes of the element itself but also depends
on the configuration of other elements on theWeb page, whichmay overlay the element or get themselves
hidden by the element. These characteristics of rich interfaces imply that it becomes difficult to align
the various interactions of multiple users with well-defined visual stimuli such that the usability expert
would easily understand how the users responded to which experiences. This makes the synchronization
of the data non-trivial and has been identified as a challenging problem in gaze-based analysis [23].

The most commonly used video and interaction recording method records each user session in a video
recording of the screen contents, which is temporally aligned with the recording of this user’s interac-
tions [182]. Thus, arbitrary dynamics of an interface are captured. However, due to differences between
users’ behaviors the recordings of various users are not aligned. For example, every user usually reaches
a different viewport position at a certain point in time, caused by scrolling and navigation on aWeb page.
Hence, gaze data of multiple users cannot be simply overlaid. Therefore, a usability analyst must inspect
the video and the interaction recordings of one user at a time to understand all the effects of the design,
making the analysis time-consuming and tedious. This is not a scalable solution, especially because
usability analysis requires feedback from a considerable number of users [59].

To further understand the challenges of analysis, we initially conducted a small anonymous online survey
with usability experts regarding the issues they face while conducting behavioral studies. We sent a
request to participate in the survey to a mailing list of usability experts and received 7 issues and 24 ideas
for measures on interfaces with dynamic contents. A major challenge that usability experts reported is
related to information overload, as they most often use the video and interaction recording method and
need to inspect the videos of each user session separately. Moreover, the survey results indicate that a
typical task in usability analysis is to find and map interaction recordings (gaze paths or mouse traces)
on a particular element, e. g., how users interacted with a photo carousel. Our work tackles both issues:
reduce the information overload and make the analysis of particular elements easier.

3.2 Introspection and Interaction Recordings

Understanding the contents of aWeb page at a semantic level is a research field since the inception of the
Web. The technologies of the Web are designed to allow for a flexible and rich presentation of contents,
while the meaning of the contents is often not encoded in a machine-readable way. However, the context
of contents, e. g., a date next to the text “day of birth,” can hint at the meaning of an input field. The same
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goes for a combination of multiple HTML elements that can result in a compound element that is treated
by users as one unit, e. g., a chat window, a product overview, or a menu. Traditionally, researchers took
a Web page document and attempted to parse the HTML code toward a representation of the contents
aligned with their semantic model. We call this interpretation of the HTML code introspection. In the
following, we discuss related work that interprets the contents of a Web page at the level of HTML code,
and whether they can support our purpose of mapping gaze data correctly with visual stimuli of a Web
page.

Hienert et al. [81] processed a Web page at its textual level and mapped gaze data to the fixated words.
Their approach allowed one to estimate which words have been read more often by users and which parts
of the text on a Web page were ignored by users. They took a Web page document as input, rendered
it with a Web browser, and queried for the coordinates of the words on the rendering of the Web page.
Then, they stored for each word the number of fixations that fell onto it. To compensate for slight
layout changes and animations, they merged the same words among different users within a context of
50 characters in the text before or after. However, their approach only considered text that was directly
available from the DOM tree. Text in other media like images, videos, or canvas was ignored.

Cai et al. [30] described a “Vision-based Page Segmentation” (VIPS) algorithm, which assumed thatWeb
designers separate semantically coherent blocks visually. The algorithm employed a top-down approach
by parsing the DOM tree of a Web page. It used heuristics to identify elements that might separate
blocks along horizontal or vertical axes. It first split the page into coherent blocks and then merged
them back iteratively, until a threshold of visual coherence for each block was reached. See Figure 3.2
for the vision-based segmentation of a Yahoo Shopping Web page. The segmentation algorithm did not
consider CSS styling, the visual impact of images, or modern HTML tags like <video>. There had been
attempts to improve the algorithm by adding more rules to the heuristics [6], yet overlapping elements
and dynamics Web pages are still not considered by the algorithm.

Kumar et al. [109] presented “Webzeitgeist,” a framework that allowed for querying visual properties
of Web pages and elements represented in DOM and CSS structures. The framework consisted of a
database that stored the DOM tree, CSS attributes, a rendered image, and computer-vision features of
each Web page. While the database provided a rendering of each Web page, the contents of the DOM
tree itself were not checked for visibility in the rendered image. Furthermore, dynamics that occurred
during interaction by users were explicitly excluded from the crawling process. The same goes for
follow-up works about crawling Android app interfaces [47, 46, 198, 120]. These works employed both
screenshots and view hierarchies of Android apps to retrieve insights into the interface designs. All of
these works have in common that they did not consider scrolling of the interfaces, they did not consider
layered visibility configurations, and they relied on interface state detection through an API.

Viewport responsiveness describes a technique of fitting the contents of a Web page automatically into
the available horizontal space of a viewport by changing the layout of the Web page accordingly. This

1http://www.cad.zju.edu.cn/home/dengcai/VIPS/VIPS.jpg, accessed on 23rd May 2020.
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makes a Web page adapt to different screen sizes, like desktop monitors, tablets, and smartphones.
Lamberti et al. [114] described a method to aggregate and display the intensity of user attention on
viewport-responsiveWeb pageswith element-aware heatmaps. They injected JavaScript code into aWeb
page to retrieve information about elements of interest and stored data accordingly. Before recording
interaction on a Web page, mouse interaction was simulated and structural changes on the Web page
were rendered in the viewport. The resulting visuals were stored on a server-side recording tool. During
the interaction recording, dynamic changes in the DOM tree were gathered at user events or via frequent
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polling of the DOM tree. However, neither did the authors clarify how the changes in the visibility of
elements were recognized, nor did their evaluation cover Web pages with changing contents.

Burg et al. [27] proposed a tool to support Web developers in understanding visual changes of elements
onWeb pages. The tools allowed for automatically tracking changes of a selected element and it revealed
the code snippets that caused the visual change. A prior selection of the AOIs was required, which is not
feasible for a behavioral study on a Web site. The prior selection of elements or definitions of states is
a critical task, as a usability expert might not anticipate which parts of the interface will cause problems
during the user interaction.

Another approach to capture the interaction with Web pages is the recording of the user actions at DOM
level, called session replay. One can record the DOM tree on the client-side, e. g., with the Mozilla
Firefox Web browser and the WebReplay2 functionality. This technique allows for recording the DOM
tree on arbitrary Web sites; however, the technique is designed to support Web developers in analyzing
the behavior of individual elements when a single user interacts with them. Alternatively, there are
frameworks like LogRocket3 or mouseflow4 which require a script to be integrated into a Web page, yet
can record the sessions of every user who accesses the Web site. However, the integration of a script
limits the approach to Web sites to which a usability expert has administrative access. That method
faces major issues when iframes are integrated or when changes are caused by CSS animations, as those
do not trigger a mutation of the DOM tree. Furthermore, session replays do not automatically detect
meaningful states of a Web page and need manual intervention by usability experts.

Considering the related work, we argue that the sole introspection of the DOM tree is not feasible for a
usability analysis with eye tracking. It can be (i) difficult to keep up-to-date with the interface technolo-
gies, (ii) difficult to judge the effect of structural changes on the visuals of an interface, (iii) result in a
plentitude of recorded states, which hinder a meaningful aggregation of the interaction recordings from
multiple users, and (iv) is limited to interfaces that allow for introspection. The introspection method
has been applied in the context of the Web and Android apps, yet it is not suitable for behavioral studies
of dynamic interfaces with test participants. Most approaches ignore the dynamics on Web pages and
solely rely on the initial state of the interface. Recent technologies like CSS animations are ignored.

3.3 Screenshot and Interaction Recordings

In recent years, the means for defining a Web page have become more and more complex with the in-
troduction of the living standards of HTML55 and CSS 3.6 Web developers can choose between various

2https://developer.mozilla.org/en-US/docs/Mozilla/Projects/WebReplay
3https://logrocket.com
4https://mouseflow.com
5https://html.spec.whatwg.org
6https://www.w3.org/Style/CSS/current-work.en.html
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ways of implementation to achieve a specific look and behavior on a Web page. The multitude of ways
to implement content, design, and interactivity makes it difficult to cover and understand all aspects of a
Web page with an introspection-based recording. However, we are foremost interested in the experience
a user has on a Web page, regardless of the underlying implementation. Thus, what is most important
for a usability analysis is what has been displayed to the user as a stimulus. Therefore, researchers have
started to interpret a Web page based on pixels rendered by the Web browser.

Researchers in the field of cross-browser Web-page testing proposed methods for testing Web pages
across Web browsers that make use of the HTML code and the rendering of a Web page [37, 127].
These methods detect visual differences between Web page renderings based on the pixel data, e. g., by
comparing color histograms. The works either ignored dynamic Web pages or required a prior selection
of changing content, which was then handled with heuristic approaches for cross-browser testing.

Methods for reverse engineering of interfaces attempted to recognize elements through interpretation of
pixels and template matching alone [50, 194, 13]. However, the methods did not retrieve changes in the
interface states, expected interfaces to originate from similar toolkits, required layouts without overlaps,
and did usually not account for scrolling.

Cormier et al. [42] performed semantic labeling of regions onWeb pages to improve accessibility through
screen readers. They detected edges in the rendering of Web pages. Then, they searched for the seg-
mentation which was best supported by the detected edges. Afterward, they attempted to classify each
region with regard to its functionality or contained information. Analogously to VIPS, they assumed
regions of interest within a layout to be rectangular and not to overlap each other. Their approach was
also not extended to handle dynamic interfaces.

Simko and Vrba [170] presented a method to support usability analysis of app-prototype interfaces on
a smartphone with eye tracking. In their method, a usability expert defined reoccurring scenes on the
interface before the study. Each reoccurring scene was represented with one screenshot. During the
study, they recorded the interactions with the app-prototype interface on a smartphone using a cam-
corder. For each frame from the video recording of the camcorder, they cropped the screen content
and assigned the frame to one of the predefined reoccurring scenes. They employed scale-invariant
feature transform (SIFT) and structural similarity (SSIM) features to map the frames to the reoccurring
scenes and heuristically set a threshold for the mapping process. Their method did not discover scenes
automatically but expected all scenes to be predefined by a usability expert. Scrolling prohibited the
aggregation of interaction recordings because at every scroll offset the interface was treated as a unique
scene. Furthermore, Simko and Vrba only evaluated a banking app prototype interface with very little
dynamics in their experiment.

Kurzhals et al. [113] presented a visual analytics method for the analysis of gaze data from head-mounted
eye-tracking devices based on automatic image comparison and clustering. First, they cropped thumb-
nails of the foveated region from the video recording at every fixation. Second, they aggregated the
thumbnails of subsequent video frames into a segment until the similarity fell below a preset threshold.
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Third, they computed a similarity matrix between all segments across the recordings using SIFT-feature
histograms and color histograms. Fourth, they clustered the segments according to their similarity us-
ing unsupervised spectral clustering. Then, analysts could label the segment clusters semantically and
might combine them toward AOIs. Their method was designed to work on the video recording of phys-
ical objects in a real environment. Similar works employed deep neural networks to identify objects in
the foveated region of an ego-centric video stream [15] to automatically mark AOIs in the video stream.
There have been also similar attempts to visualize data from table-mounted eye-tracking devices on a
video as a stimulus by Kurzhals et al. [112, 111]. All these methods do not include the surroundings of
fixations in the later representation. Therefore, a Web page would be not captured as a whole. However,
a usability expert needs to work on a representation of a Web page that looks similar to what has been
experienced by the users. Only then, a usability expert can interpret the attention in the context of all
content that has been visible to the user.

There exist various tools for conducting usability studies with eye tracking. Many tools utilize a We-
bcam to estimate eye gaze and create a heatmap of user attention on screenshots of a Web page, like
sticky.ai [1], eyezage [68], CoolTool [41], or realeye [148]. Tobii Pro Studio [182], a tool provided by
the market leader of dedicated eye-tracking devices Tobii AB, also offers gaze mapping on a recording
of a user session on a Web site. Their software either visualizes gaze data on a large screenshot of each
Web page or a video recording of each user session. See Figure 3.3 for a photo of a usability expert us-
ing Tobii Pro Lab to analyze gaze data. However, Tobii explicitly recommends watching the interaction
with dynamic elements on a video recording instead of the screenshots, because the dynamics are not
covered in the screenshot.7

There also exist tools that are solely specialized in taking screenshots of Web pages without the primary
intention to perform a behavioral study. For example, FireShot [178] allows for capturing an entire,
potentially scrollable, Web page in a single image. First, viewport-relative elements are transformed
to an absolute position on the Web page. Then, the tool stitches screenshots of the viewport, while
scrolling down the Web page automatically. However, gaze data is not automatically mapped and must
be manually transferred from the space of the viewport to the space of the created image.

The above-mentioned methods that interpret the rendering of a Web page either completely ignored
dynamics or handled the dynamics only partially. Most methods that handled dynamics relied on a prior
selection of dynamic elements or predefined states of the interface.

7“...if the participants access a drop-down menu on the website the viewing patterns on that menu will be
recorded and aggregated on the screenshot of the webpage, but the menu itself won’t be visible on that
screenshot.” https://www.tobiipro.com/learn-and-support/learn/steps-in-an-eye-tracking-study/
data/Aggregating-eye-tracking-data-across-several-participants-in-web-recordings, accessed on
20th March 2020.

8https://tobii.imagevault.media/publishedmedia/vu06e2z047t0kpxjwsn9/Tobii-Pro-mobile-testing-
analysis-gazeplot.jpg, accessed on 23rd May 2020.
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3.4 Detection of Shots and Scenes in Video Recordings

Scene detection is a well-established field of research that aims to cluster different shots within a video
or movie into scenes of coherent environment, time, actors, and story [141]. A video can be cut into a
series of scenes, which itself can be separated into shots. A shot is the recording by one camera from
a specific position and angle. A scene is composed based on a coherent environment and set of actors.
There are cases in which two or more shots are interwoven, e. g., through frequent switches between
shots that serve the dramatic purpose. Thus, methods for automatic shot detection and clustering of
shots and scenes constitute research relevant for addressing the problem of stimuli discovery.

While Simko and Vrba [170] have applied scene detection methods for visual stimuli discovery, as de-
scribed above, they did not explore the feasibility of different computer-vision features, and they manu-
ally optimized thresholds of feature values to classify frames from a video recording of the interface into
before-known visual stimuli. But they did not explore the feasibility of different computer-vision fea-
tures and they manually optimized thresholds of feature values to classify frames from a video recording
of the interface into before-known visual stimuli. Instead, we want to investigate which features from
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shot and scene detection are useful for our purpose of finding visually coherent states of an interface.

Popular features for shot and scene detection like face detection, audio processing, and subtitle analy-
sis [48] do not apply to our use-case. However, various computer-vision features that are used to detect
changes in lighting, setting, and environment in videos might signify visual changes for our purpose.
Multiple approaches that successfully employed color histograms [184], edge-features [195], optical-
flow [77], and SIFT-features [142] in the purpose of shot and scene detection in videos are promising
candidates for our purpose.

3.5 Conclusion

Knowledge about the attention of users onWeb pages can help designers and developers in improving the
reachability of information or make advertisements more effective. However, behavioral studies with
eye tracking in the context of Web page usability require a high effort in preparation and later analysis.
EspeciallymodernWeb pages with dynamic contents are challenging because gaze data cannot be simply
aggregated across users with the current methods. Therefore, eye tracking is far less used as it could be,
and the Web is not as usable as it might be.
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CHAPTER 4
Recording of Scrolling Dynamics

In this chapter, we present a method to improve the recording and representation of Web pages with
dynamics that are introduced through scrolling. Scrolling is an integral interaction with interfaces. The
scrollbar was already introduced in 1981 with the Xerox Star operating system.1 The popularity of
scrolling also applies to the Web. In the past, Web pages were designed with specific screen sizes and
resolutions inmind. If a viewport was not sufficiently large to show the entire layout, scrolling allowed to
still browse the entireWeb page [92]. Nowadays, viewport-responsiveWeb page layouts are designed to
fit the contents horizontally into the available space of a viewport, while putting the overflowing contents
into the vertical space. Thus, nearly all Web pages require users to scroll vertically. Social media Web
sites like Facebook, Reddit, or Twitter go one step further and implement “infinite” vertical scrolling.
As soon as a user reaches a certain scroll position, further posts are loaded and the user can continue
scrolling. The Web page feels like an endless flow of postings, without any interruption through the
loading of contents or manual page switches.

For usability analysis, one popular method is to create a virtual screenshot that comprises the complete
Web page, an area that is possibly larger than what can be displayed to the user at once in the viewport,
and to map all gaze data onto this virtual screenshot [182, 168]. However, the virtual screenshot method
suffers from inaccurate gaze mapping on elements that are not affected by scrolling, on which gaze
data is then misinterpreted by usability analysts. For example, gaze data at an advertisement banner that
is shown on a fixed viewport position is misplaced if a user scrolls the page. The banner is rendered
once on the virtual screenshot at its initial position on the Web page. When a user scrolls the viewport
down such that a lower region of the Web page becomes visible and the topmost region disappears,
the banner may stay in the same place relative to the viewport rendered on the screen. But the virtual
screenshot method transforms all gaze data from the screen space to the page space. The gaze data is
then registered somewhere below the initial rendering of the banner. Therefore, the attention of the users
cannot be appropriately associated with the banner and a usability analyst underestimates the effect of
the banner on the user experience.

We propose an enhanced representationmethod forWeb pages to tackle the above-mentioned challenges
of accuracy. We make use of structural information from the Web page document to identify fixed

1https://www.smithjournal.com.au/blogs/history/3897-the-history-of-the-scroll-bar, accessed on 23rd

May 2020
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elements and to combine them coherently with scrollable content, to portray a representation of the Web
page that is simplifying the actual user interaction, yet is close enough to allow insights by a usability
expert. Our method tightly integrates the eye-tracking environment with the Web browser, as it extracts
information about the Web page elements from the Web page document and it considers pixel patterns
rendered in the viewport of the Web browser.

First, we explain the problems of the virtual screenshot method in Section 4.1. Second, we describe our
enhanced representation method in Section 4.2. Third, we evaluate the enhanced representation method
against the video recording method concerning the tasks of a usability expert in a lab study with ten
participants in Section 4.3.

4.1 Problems of the Virtual Screenshot Method

To analyze usability with eye tracking, gaze data is visualized as an overlay on the rendering of the
interface that the users experienced during their interaction with the Web page. Modern Web page
usability analysis tools extend this approach for Web pages that are larger than what can be seen in a
viewport by a user at a time. They assemble a virtual screenshot by capturing pixels from an off-screen
viewport that is large enough to render a complete Web page at once. Gaze data, however, is collected
not relative to the off-screen viewport, but relative to the viewport of the user, which is usually too
small to host a complete Web page at once. Therefore, the coordinates of the gaze data must be mapped
between these two reference systems. There can be no mapping that can retain the experiences of the
users, as it relates to their eye movements and the actual renderings in the observed viewports. The
problems are given in the following and illustrated in Figure 4.1:

– (P1) Infinite scrolling Web pages. The virtual screenshot method implies the assumption that at
one point in time the complete Web page is loaded by the Web browser. However, this is not true
or at least it is not trivial to determine the point-in-time when the complete Web page is loaded.
As of today, there are infinite scrolling Web pages that use asynchronous server communication
to request further Web page contents when a user reaches a certain vertical scroll offset. A user
scrolls down the Web page and may reach a trigger, which causes the Web browser to request more
news posts or products. Before a user reaches the bottom of the Web page, the retrieved contents
are appended to the bottom of the Web page and the user can continue with scrolling, in the best
case without any interruption. The scrolling interaction dynamically expands the height of the Web
page during a user session. Example: Social media news feeds.

– (P2) Viewport-relative sized elements. Elements on Web pages can be sized in relation to the
viewport. The height and width of elements are then provided in percentage values. When a virtual
screenshot is taken, the off-screen viewport for capturing the visual content is set to the size of
the complete Web page, including the contents beyond the viewport of a user. Relatively scaled
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elements are scaled accordingly to the off-screen viewport that covers the complete Web page, to
capture the virtual screenshot. For example, an image with a width and height of 100% at the
top position of the Web page would cover wrongly the complete virtual screenshot instead of the
initial viewport of a user. Example: A welcome message filling the entire screen with further details
beneath, which a user can reach through scrolling.

– (P3) Viewport-relative positioned elements. Elements on Web pages can be defined to remain at
a certain screen position, so they are positioned viewport-relative and are not affected by scrolling.
We refer to this property as position-fixed. In the virtual screenshot, the gaze data on fixed elements
are wrongly stored when a user scrolls the Web page. The virtual screenshot method assumes the
page contents to move accordingly when a user scrolls the Web page and transforms all gaze data
to the page space. Any gaze data on fixed elements is therefore wrongly transformed and cannot
be associated with the viewed content in the later analysis. Example: A fixed advertisement banner
or a navigation bar at the top of the viewport.
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4.2 Enhanced Representation Method

In this section, we propose the enhanced representation method of a Web page, which is a composed
image of viewport screenshots from a user session, while keeping the position and size of page elements
consistent as per the actual experience perceived by a user. To achieve this, we first identify the fixed
elements in a viewport with the approach described in step 1. Then we crop the identified fixed ele-
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ments from the viewport screenshots and combine the viewport screenshots for a consistent Web page
representation, as discussed in step 2. Finally, we perform a composition of the viewport screenshots
with the fixed elements in step 3.
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Step 1: Extraction of Fixed Elements Fixed elements on a Web page are viewport-relative ele-
ments that stay visually in the same position within the viewport while a user scrolls the Web page. An
example of a fixed banner and a fixed navigation bar within a viewport is shown in Figure 4.2a. For
the identification of these viewport-relative positioned elements in a Web page document, we search for
elements with a style position attribute value set to fixed [9]. The style position attribute is the standard
for creating a viewport-relative positioned element and is widely used in the modern Web. To acquire
the information about the fixed elements, we inject JavaScript code into the loaded Web page. The code
contains a function to search recursively for fixed elements in the DOM tree and returns their position,
size, and visibility via a callback to the Web browser. Furthermore, the DOM path, the path from the
root node to the fixed element in the DOM tree, is used for explicit identification of the fixed elements.
The identification can be used to incorporate dynamic updates of a fixed element, e. g., when a fixed
element moves, resizes, or changes its visibility. When a formerly identified fixed element is no more
contained in the returned list of identified fixed elements, its visibility is set to false. Gaze data that is
registered within the boundaries of a visible fixed element is associated with the extracted element and
stored alongside for further processing.
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Step 2: Viewport Screenshot Stitching A simple stitching approach of appending viewport
screenshots would replicate the fixed elements on every captured scroll offset. Therefore, we use the
extracted information about the fixed elements to crop the pixel data within the boundaries of the fixed
elements from each viewport screenshot, see Figure 4.2b. The cropped screenshot is transformed ac-
cordingly to the Web page scrolling and stitched together with the previously stitched screenshot of the
Web page, as shown in Figure 4.2c. Areas that have been cropped away are left transparent, so they can
be filled with information from other viewport screenshots at different scroll offsets.

Step 3: Composition of Stitched Viewport Screenshots and Fixed Elements The pro-
cedure described in step 1 and step 2 is triggered by window.onload and window.onscroll events
and is additionally executed every 200ms, in case the fixed elements are changed in their properties by
scripts while the user is not scrolling the Web page. A lower sampling frequency has produced visual
gaps in a dry run, whereas higher sampling frequencies do not add more value but only increase the
computational load. Once a user session on the Web page is ended, e. g., at a change of the URL, a
composition of the stitched screenshot and the collected information about the fixed elements is created.
The challenge is then to place the fixed elements on the stitched screenshot as close as possible to the
user experience. We employ the heuristics to align a fixed element to either the top or the bottom of the
stitched screenshot, depending on which vertical half-space the element was displayed in the viewport.
See Figure 4.2d for the composition of the stitched screenshot and the fixed elements from the example.
Both fixed elements in the figure (navigation bar and banner) are originally placed within the upper half
of the viewport and therefore aligned at the top in the final composition. Any gaze data on these fixed
elements would be displayed in the visualization for analysis accordingly to the final position of these
elements. Notably, for saccade analysis, we must ensure the correct fixation sequence with respect to the
fixed and scrollable elements. The associated gaze data provides this information, and we propose the
analysis tool to show this information by appropriate means of visualization. The method of enhanced
representation can solve the problems of the virtual screenshot method as described in the following:

– The frequent stitching of viewport screenshots does include the dynamic additions on infinite
scrolling Web pages, solving (P1).

– The screenshots of the user viewport guarantee that Web page elements are displayed on the same
scale as they have been presented to the user, solving (P2).

– The extraction and cropping of fixed elements and their association with registered gaze data allows
for accurate visualization and metrics calculation, solving (P3).

An open-source prototype based on the Qt WebEngine example using mouse data instead of gaze data
developed by Hanadi Tamimi is available on GitHub.2 The analytic tool as used in the evaluation cannot
be published due to the commercial interests of the EYEVIDO GmbH.

2https://www.github.com/Institute-Web-Science-and-Technologies/MTB
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4.3 Evaluation of the Enhanced Representation Method

With the enhanced representation method, we overcome the limitations of the virtual screenshot method.
The enhanced representation method allows the accurate mapping of gaze data on the Web page con-
tents for infinite scrolling pages and viewport-relative scaled elements because these mechanisms are
reproduced identically to the actual user experience. We argue that it is not meaningful to evaluate the
performance in analysis on virtual screenshots versus the enhanced representation. The scrollable con-
tents of a Web page are either pixel-perfect similarly represented in both methods, or wrong on a virtual
screenshot in case of an infinite scrolling Web page (P1) and a Web page with viewport-relative sized
elements (P2). However, we need to assess if the mapping on the enhanced representation is perceived
correctly for viewport-relative positioned elements (P3). Users have inspected the fixed elements on
different scroll offsets on a Web page, which alter the contents around the fixed elements. The compo-
sition step in the enhanced representation, however, gathers fixed elements and maps associated gaze
data on the top or bottom of the Web page. Similar to the P1 and P2, the virtual screenshot fails in a
correct representation of viewport-relative positioned elements if a user scrolls. Hence, we compare
the effectiveness of using the enhanced representation against the most often used method of video and
interaction recording, which provides individual user experiences and is supported in commercial tools
for the analysis of gaze data on dynamic Web pages. One major limitation of the video-based approach
is the effort required by the usability experts to analyze individual videos, hence we aim to evaluate
whether our method would reduce the workload on usability experts while being equally effective. In
summary, we came up with the following two hypotheses to assess the analysis on fixed elements with
the enhanced representation method:

– (H1) Accuracy: The enhanced representation method allows usability experts the analysis of gaze
data on fixed elements as accurately as with a video recording.

– (H2) Scalability: For analyzing gaze data frommultiple users, the enhanced representation method
would be more efficient than a video recording.

Methodology

We report the outcomes of a lab study to verify the hypotheses. The goal of the lab study has been to
quantify the effectiveness and efficiency of the two methods in supporting analysts in assessing user
attention on Web pages. We recruited ten participants (two females and eight males, age = 25.4 ±
1.77 years; mean ± standard deviation), who have been trained in an analysis tool and referred to as
analysts in the following. The analysts were randomly divided into two static groups, called A and B.
The groups performed the analysis either on basis of the enhanced representation of the Web page or
on the video recordings of the user sessions. The utilization of the enhanced representation or the video
recordings are the independent variable of the study, see Table 4.1 for the counter-balanced distribution
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of the dataset among the groups. The analysts were asked to draw AOIs on the fixed elements of the
chosenWeb pages. The analysis tool calculated standard measures of eye tracking [153, 29] in the AOIs,
of which the following were reported by the analysts: Time to first fixation (TTFF) and count of total
fixations (TF).
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The dependent variables of the study are the AOI-based measurements of the TTFF and TF metrics, for
which we created a ground truth, the completion times, the outcome of a NASA task load index (NASA-
TLX) [73] with scores from one to seven, and subjective estimation by the analyst about the difficulty
for the user to fulfill the task. It was formulated as the following question: “It was challenging for the
participant to solve the task.” The analysts answered the question on a five-step scale from absolute
disagreement to absolute agreement.

Apparatus The methods of enhanced representation and video recording have been implemented in
the EYEVIDO3 analysis tool. The gaze data can be visualized and analyzed with the tool as scanpath
in the same manner for both methods (straight line as visualization for saccades, enumerated circles for
fixations, a timeline to play and skip gaze data, and the video recording, zooming, and scrolling tools for
the enhanced representation, AOI marking utilities). A timeline bar can be used to play and skip through
the gaze data and the video recording. However, the enhanced representation allows – in contrast to the
video recording – overlaying scanpaths of multiple users at once.

Dataset The dataset for the analysts to work on was recorded with two users on four Web pages with
a viewport of 1,920 × 984 pixels. We chose the following Web pages because of their visiting ranks
noted on “moz.com/top500” and their utilization of fixed elements: (a) “Digg.com” (see Figure 4.3),
(b) “Jimdo.com” (see Figure 4.4), (c) “Yelp.com” (see Figure 4.5),4 and (d) “Creativecommons.org”
(CC, see Figure 4.6).5 The tasks on the Web pages for the users have been designed to let them explore
theWeb pages in their complete height and to find and click target links. The analysts were later asked to
assess the attention on the fixed elements, only, which is a straightforward task for the video recording. If
the analysts had to assess attention on page-relative contents, they would have had to adapt the position

3https://www.eyevido.de/cloud-eye-tracking/software-eyevido-lab
4https://www.yelp.com/search?find_loc=koblenz
5https://www.creativecommons.org/licenses/by/2.0
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Chapter 4 Recording of Scrolling Dynamics

and size of the AOIs in the viewport manually to the individual scrolling behavior of each user. See
the corresponding figure captions for more details about the tasks for the users (“Target”) and analysts
(“Fixed”). We used a Visual Interaction myGaze n 30Hz remote eye-tracking device for recording the
dataset. Moreover, we implemented the recording of the enhanced representation in the EYEVIDO
recording tool. A video recording of each user session has been performed using the Open Broadcaster
Software in parallel.6 The outcome is a dataset with a total of four enhanced representations, eight video
recordings, eight interaction recordings, and the corresponding gaze data. Additionally, we have asked
the users to answer “How challenging was the task for you?” on a five-step scale from very easy to very
difficult, after viewing each Web page.

Target

Fixed

6B;m`2 9Xj, .B;;, h?2 q2# T�;2 +QMi�BMb � }t2/ M�pB;�iBQM #�` QM i?2 iQTX h?2 mb2`b r2`2 �/pBb2/ iQ
}M/ �M/ +HB+F i?2 ?vT2`HBMF iQ i?2 7`2[m2MiHv �bF2/ [m2biBQMb U6�ZVX h?2 }`bi mb2` bT2Mi jR b QM i?2
q2# T�;2- i?2 b2+QM/ mb2` bT2Mi jj b QM i?2 q2# T�;2X

Results

First, we present the results of the accuracy for both methods. Then, we provide details about the task
completion times and the feedback from the NASA-TLX questionnaire.
6https://www.obsproject.com
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Target

Fixed

6B;m`2 9X9, CBK/Q, � }t2/ ?2�/2` Bb b?QrM �7i2` � +2`i�BM �KQmMi Q7 b+`QHHBM;X h?2 mb2`b ?�/ iQ b2�`+? 7Q`
i?2 ǳrQ`F rBi? mbǴ ?vT2`HBMF �M/ +HB+F QM BiX h?2 }`bi mb2` bT2Mi 9d b QM i?2 q2# T�;2- i?2 b2+QM/ mb2`
bT2Mi kN b QM i?2 q2# T�;2X

Accuracy The accuracy is measured by the average absolute percentage errors of the two metrics
TTFF and TF, within the AOIs marked by the analysts. The error is defined as the difference between
the outcomes of the analysts and the ground truth by the experimenter. A lower value indicates a higher
accuracy. The errors appear to be similarly low for all Web pages, as presented in Table 4.2. However,
the average percentage error value of 31.3% ± 44.3% for the TF estimation on Jimdo.com, when using
the enhanced representation of the Web page, appears to be high. But a two-tailed Mann-Whitney U
test indicates that the TF estimation for the enhanced representation (Mdn = 0.0%) is not significantly
different from the video recording (Mdn = 0.0%), U = 30, with p = 0.14 for the Jimdo.com Web page.
A deeper look into the data reveals that the high error was mainly caused by one analyst, who reported
correct values for TTFF but 100% deviating answers for the TF values, in the analysis of both users.
There has been no systematic error, as three out of five analysts of that group have reported values with
zero percent error.

Task completion time We have measured the time that the analysts required to fulfill the tasks. The
times include the marking of the AOIs and the output of the statistical values. See Figure 4.7 for a box
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Fixed

Target

6B;m`2 9X8, u2HT, h?2 b2�`+? T�;2 K�F2b mb2 Q7 � }t2/ +QHmKM QM i?2 `B;?i iQ /BbTH�v � K�T rBi? HQ+�iBQM
BM7Q`K�iBQM �#Qmi i?2 `2bmHibX h?2 mb2`b r2`2 �bF2/ iQ b2H2+i i?2 Ryi? 2Mi`v Q7 i?2 b2�`+? `2bmHib BM i?2
HBbiX h?2 }`bi mb2` bT2Mi Re b QM i?2 q2# T�;2- i?2 b2+QM/ mb2` bT2Mi Ry b QM i?2 q2# T�;2X

plot per Web page. A Mann-Whitney U test shows no significant difference between the analysis of the
first user with the enhanced representation and the analysis of the first user with the video recording for
each Web page.

However, the two-tailed Mann-Whitney U test shows a significant difference in timings for analyzing
the second user per Web page for both methods. In average, the analysts only needed 24.8% of the

h�#H2 9Xk, �p2`�;2 �#bQHmi2 T2`+2Mi�;2 2``Q`b Q7 i?2 K2i`B+b 2biBK�iBQMb #v i?2 �M�Hvbib 7Q` i?2 2M?�M+2/
`2T`2b2Mi�iBQM U1V �M/ i?2 pB/2Q `2+Q`/BM;b UoV- +QKT�`2/ iQ i?2 ;`QmM/ i`mi?X

Digg.com Jimdo.com Yelp.com CC

E TTFF 3.0%± 6.2% 0.0%± 0.0% 1.2%± 3.8% 0.0%± 0.0%
TF 9.4%± 17.8% 31.3%± 44.3% 2.5%± 7.9% 1.0%± 3.2%

V TTFF 15.3%± 31.8% 0.0%± 0.0% 1.2%± 3.8% 0.0%± 0.0%
TF 15.3%± 17.1% 0.0%± 0.0% 2.5%± 7.9% 0.0%± 0.0%
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Fixed

Target

Fixed

6B;m`2 9Xe, *`2�iBp2 *QKKQMb, h?2 q2# T�;2 +�M #2 +QMbB/2`2/ �b � +QKTH2t H�vQmi BM `2;�`/b iQ }t2/
2H2K2MibX h?2 M�pB;�iBQM #�` �i i?2 iQT Bb QMHv b?QrM r?2M � mb2` b+`QHHb mT �M/ i?2 /QM�iBQM TQT@mT
QM i?2 H27i Bb /BbTH�v2/ �7i2` � +2`i�BM iBK2QmiX 6Q` i?2 2p�Hm�iBQM- QMHv i?2 /QM�iBQM TQT@mT r�b
+QMbB/2`2/ #v i?2 �M�HvbibX �M�HQ;QmbHv iQ .B;;X+QK- mb2`b r2`2 �bF2/ iQ +HB+F QM i?2 6�ZX h?2 }`bi
mb2` bT2Mi jj b QM i?2 q2# T�;2- i?2 b2+QM/ mb2` bT2Mi k8 b QM i?2 q2# T�;2X

time for analysis of the second user when working on the enhanced representation in comparison to the
colleagues who worked on the video recording.

NASA-TLX The NASA-TLX questionnaire is designed to measure the workload of the analysts. The
analysts have been asked to answer the NASA-TLX questionnaire after reporting the measurements
for the user attention of each video recording, but only once for the enhanced representation of each
Web page. This procedure has been defined due to the very low timings for the analysis of the second
user when the enhanced representation of a Web page was utilized. If we had asked the participants
to fill in the same questionnaire within a few seconds, the result would have been biased through the
effort of filling the questionnaire itself. A bar plot of the outcome is shown in Figure 4.8. Most raw
values are similar for both methods, though the enhanced representation receives slightly better average
ratings than the analysis of the first user with the video recording. The temporal demand appears to
be significantly lower. A two-tailed Mann-Whitney U test supports the impression that the temporal
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U�V .B;;X+QK U#V CBK/QX+QK U+V u2HTX+QK U/V
*`2�iBp2+QKKQMbXQ`;

6B;m`2 9Xd, h?2 #Qt THQi b?Qrb i?2 iBK2b `2[mB`2/ #v i?2 �M�Hvbib iQ bQHp2 i?2 �M�HvbBb i�bFb T2` q2#
T�;2X h?2 iBK2 7Q` �M�HvxBM; i?2 }`bi mb2` rBi? i?2 2M?�M+2/ `2T`2b2Mi�iBQM Bb H�#2H2/ rBi? 1R �M/ 7Q`
i?2 b2+QM/ mb2` rBi? 1kX aBKBH�`Hv- i?2 iBKBM;b Q7 i?2 �M�Hvbib mbBM; i?2 pB/2Q `2+Q`/BM;b �`2 H�#2H2/ �b
oR 7Q` i?2 }`bi mb2` �M/ ok 7Q` i?2 b2+QM/ mb2`X �  /2MQi2b � bB;MB}+�Mi /Bz2`2M+2 #2ir22M i?2
/Bbi`B#miBQM Q7 i?2 irQ b2ibX

demand is significantly higher for the analysis with the video recording of the first user (Mdn = 2.5)
than for the analysis with the enhanced representation of both users (Mdn = 1.0), U = 111, p = 0.017.
The Cohens’s d effect size is 0.82 and thus considered to be of large value [38]. This emphasizes that the
analysts felt more rushed and hurried when using video recordings as a method than with the enhanced
representation.

Difficulty Estimation We report an average overestimation in difficulty perception on the value
scale from one to five of 1.34 for the enhanced representation and 0.90 for the video recording.

Discussion

The results show that the enhanced representation method allows a less time-consuming analysis than
with the video recordings while enabling the analysts to reach a similar level of accuracy in estimat-
ing the attention. These results validate our first hypothesis (H1), i. e., the analysis of gaze data on
viewport-relative positioned elements with the enhanced representation can be as accurate as with the
video recording.
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6B;m`2 9X3, _�r L�a�@hGs b+Q`2bX GQr2` b+Q`2b bB;MB7v HQr2` T2`+2Bp2/ rQ`FHQ�/X �  /2MQi2b �
bB;MB}+�Mi /Bz2`2M+2 #2ir22M i?2 /Bbi`B#miBQM Q7 i?2 irQ b2ibX

The times required for the analysis let us conclude that the analysts had to work on both users indepen-
dently when presented with the video recordings of their sessions. This appears to be counter-intuitive,
as the fixed elements should stay in the same position in the frames of each video recording from the
same Web page. But fixed elements like the pop-up on Creativecommons.org have been not visible
through the entire user session, but only after the user reached a certain scroll offset. The analysts had
to define at which point in time the pop-up was visible in the video recording and at which it was not.
However, the times required for the analysis of the first user are similar for both methods. We observe
that while in the case of a video recording the time was invested to find out when the fixed element has
been visible, for the enhanced representation the analysts invested time in scrolling and zooming, to find
the fixed element in the enhanced representation before marking the AOIs.

The NASA-TLX results indicate that the temporal demand to analyze on basis of the first user’s video
recording is significantly higher than analyzing both users with the enhanced representation. However,
the mental demand, physical demand, effort, and frustration metrics of the average NASA-TLX scores
are lower for the second video recording than for the enhanced representation. One could argue that the
analysts get into a “flow” and the task load might converge to a minimum, which is below the task load
for the enhanced representation. But when an analyst just has started to analyze the video recording of
the second user, another analyst using the enhanced representation of the same task is already done with
the analysis, because of the low time demand on successive users. The visualization of the gaze data of
multiple users at once accelerates the analysis process significantly. After the first user, the analyst can
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reuse existing AOIs, regardless of whether they lay upon page-relative or viewport-relative elements of
the Web page.

The positive outcome for both timing and temporal demand supports our second hypothesis (H2). For
multiple users, the enhanced representation method requires less time and temporal demand than the
video recordings, rendering the process more efficient for them.

We report a slightly higher estimation of the difficulty by analysts with the enhanced representation. This
might be introduced through the visualization of saccades from page-relative into view-port-relative
content and vice versa. For example, the saccades in Figure 4.9 connect fixations on the page with
fixations on the fixed element in the lower-left corner. These virtual saccades are visualized longer than
their actual length, hence analysts might have been unaccustomed in interpretation. We argue that this
is only a matter of training or visual hints for the analysts in the enhanced representation.

The evaluation covers the analysis of gaze data from two users on each Web page and already shows a
clear trend in favor of the enhanced representation. Video recordings as a method would suffer signif-
icantly once the dataset becomes larger, i. e., for large-scale usability studies with many users. Recent
research has shown that Web usability studies would require at least 27 users for searching tasks and 34
users for browsing tasks [59], which emphasizes the potential of the enhanced representation method
in real-world applications. We show that usability experts can work more effectively when analyzing
the gaze data of two users, let alone over 20 users. Furthermore, with the evolution of affordable eye-
tracking devices, the user base is expanding, and there is an increasing interest for Web page usability
analysis using crowdsourcing [117].

The composition of the page- and the viewport-relative contents might be displayed more interactively,
e. g., allowing a usability expert to inspect only certain fixed elements or to move them on the locations
as they have been perceived by the users. Moreover, the visualization of accumulated attention might be
combined with video recordings of individual attention and interaction. This enables usability experts to
first get an impression about the overall attention pattern and then watch specific outlying behaviors in
detail in the video recording. This has the potential to merge the benefits of both methods, the scalability
of the enhanced representation method and the intuitive interpretation with a video recording.

4.4 Conclusion

We argue that the recording and representation of Web pages is an imperative aspect to support the
analysis of gaze data for estimating the attention of users. However, current methods of recording and
representation are limited in terms of accuracy and scalability. We propose an enhanced representation
method that stitches screenshots from the user viewport and extracts fixed elements from the Web page
document, to tackle both challenges of accuracy and scalability. The evaluation results signify the ap-
plicability of our enhanced representation method as an accurate and scalable approach. We envision
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the applicability of the method in supporting large-scale quantitative studies using eye tracking.

In the future, we aim to extend the extraction approach to improve the precision in the cropping of fixed
elements. For example, fixed elements may cast shadows that stay on the page after cropping of the
fixed elements. Additionally, fixed elements might have overflowing children elements, which expand
the bounding box or even define a shape different from a rectangular box. These challenges might be
tackled by computer-vision approaches, which can be augmented with structural information from the
Web page document.
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6B;m`2 9XN, 1M?�M+2/ `2T`2b2Mi�iBQM Q7 i?2 *`2�iBp2+QKKQMbXQ`; q2# T�;2 7`QK i?2 /�i�b2iX h?2 ;�x2
/�i� Q7 QM2 mb2` Bb THQii2/ �b b+�MT�i? BM v2HHQr +QHQ`- i?2 ;�x2 /�i� Q7 i?2 Qi?2` mb2` Bb THQii2/ �b
b+�MT�i? BM #Hm2 +QHQ`X
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CHAPTER 5
Recording of Changing Contents

In this chapter, we present a method to improve the recording and representation of Web pages with
dynamics that are introduced through changing contents. Many Web pages make use of various chang-
ing contents, like photo carousels or expanding menus, causing one Web page to have many different
interface states instead of only one interface state. Changing contents can be implemented in manifold
ways — DOM tree manipulations, canvas, or CSS animations. This brings a challenging scenario of
detecting dynamics and adapting the enhanced representation for gaze data mapping and analysis.

To deal with these challenges and the limitations, we propose a framework of visual stimuli discovery
that creates image-based representations of a Web page like the enhanced representation method but
captures the dynamics of individual interface elements like the video and introspection method. Like
video and interaction recordings, we record a video and the interactions of each user session. In the
bootstrapping phase, we semi-automatically label contiguous video frames as belonging to one stimulus
shot, i. e., a partial recording of one visual stimulus, or representing the boundary between two adjacent
stimulus shots. We use the labels and combine them with the analysis of computer-vision features on
these frames to train a classifier that emulates the human decision as to whether two contiguous frames
should be considered as belonging to the same or different visual stimuli. We call this decision process
visual change classification and define the decision process from the point of view of a usability expert.
In the application phase, we apply the learned classifier to (i) group contiguous video frames from one
user session into stimulus shots and (ii) cluster stimulus shots from several user sessions into overall
representations of visual stimuli that are aligned with interaction recordings by simple alignment of a
time and user index.

First, we formally describe the framework of visual stimuli discovery in Section 5.1. Second, we explain
the dataset that we use to apply and assess the feasibility of the formal framework in Section 5.2. Third,
we define a decision process about visual change between contiguous frames and realize the reproduction
of these decisions with computer-vision features and machine learning as visual change classifiers in
Section 5.3. Fourth, we integrate the visual change classifiers into the framework of visual stimuli
discovery and apply them to the dataset in Section 5.4. Fifth, we report a computational evaluation
about the quality of the discovered visual stimuli from the dataset in Section 5.5. Sixth, we present
user-centered evaluations of the discovered visual stimuli from the dataset in Section 5.6.
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5.1 Formal Framework of the Visual Stimuli Discovery

In this section, we give a high-level overview of our approach and an abstract formalization of its major
components. We aim to support the usability analysis of dynamic Web pages which exhibit rich inter-
action behaviors, choreographing dynamic elements with changing content on user responses. For such
usability analysis, visual stimuli cannot be defined beforehand. We propose a framework to discover
visual stimuli (semi-) automatically. Figure 5.1 depicts our framework of visual stimuli discovery in its
application phase.
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Splitting Videos into Stimulus Shots We define the video recording F i of a user session i to
consist of a sequence of frames F i = (f i

1, f
i
2, . . . , f

i
ni
). For this, we define a classifier δ that detects

visual changes between two frames fa, fb. The aim is that δ(fa, fb) returns 0 if the two frames are
visually so similar that they should be considered to belong to one visual stimulus, and 1 otherwise.

We partition a complete video recordingF i of a user session i into stimulus shotsSi, where each stimulus
shot sij ∈ Si is defined as

sij = (f i
k, . . . , f

i
k+l | ∀m ∈ [k, k + l − 1] : δ(f i

m, f i
m+1) = 0 ∧ δ(f i

k−1, f
i
k) = δ(f i

k+l, f
i
k+l+1) = 1).

We define f̂ i
j as a stitch of all frames in sij and we define the set of all stimulus shots from all video

recordings as S = ∪iSi.

In the implementation described in Section 5.4 we have decided to not stitch the frames at the very end
of the splitting procedure. Instead, we stitch the frames on the fly during the splitting procedure. This
allows us to compare each frame from the video recording not only with the previous frame but with
the so-far stitched frame of the current stimulus shot. The stitched frame can contain areas from frames
before the previous frame, such that the visual change classification has more information to decide for
the current frame whether it belongs to the current stimulus shot or not. This approach does therefore
further improve the outcome of the splitting procedure.
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Merging Stimulus Shots to Visual Stimuli Our goal is to merge visually similar stimulus shots
within and between user sessions toward a visually coherent visual stimulus. Thus, we perform agglom-
erative clustering on the stimulus shots S using a distance function θ.

We define θ between two stitches f̂a, f̂b as

θ(f̂a, f̂b) = (1− δ(f̂a, f̂b)) ·A(f̂a, f̂b).

The functionA computes the area of overlap of the two stitched frames f̂a and f̂b in pixels. The function
serves us as a similarity score of two stitched frames. It allows us to first merge stimuli shots that cover
bigger portions of an interface. We do not normalize the similarity score, as there is no maximum extend
of the stitched frames given. The output of clustering is a set of visual stimuli. A single visual stimulus
contains a set of stimulus shots that are stitched together such that they can be rendered for usability
analysis in a single visualization.

The details of this high-level approach will now be elaborated on in the following sections. To apply and
assess the feasibility of the formal framework, we need a dataset representing interaction with dynamic
and rich Web pages. Hence, in the next section, we describe the recording of user sessions on popular
Web sites. After building on the benchmark data and labels, we discuss the visual change classification,
which plays a key role in both splitting andmerging of video recordings toward visual stimuli. We revisit
the framework for its application on the dataset, applying the classifiers, and performing computational
and user-centered evaluations of the discovered visual stimuli.

5.2 Recording a Dataset of Dynamic Web Pages

The dataset is segmented into sessions. We have recorded a video and a datacast for each session. The
video contains a recording of the Web browser viewport as it has been displayed to a participant. The
datacast stores information as extracted from theWeb browser and DOM tree of the browsedWeb pages,
alongside interaction recordings. The dataset has been published under the public domain on the Zenodo
platform.1

Apparatus We have developed a logger application based on the Qt [39] framework and its integrated
Chromium-based [10]Web engine. The video recording was captured with five frames per second2 from
the Qt environment via FFmpeg [11], using lossless VP9 [180] encoding. The direct capture from the Qt
environment allows us to exclude the mouse cursor from the video. We have logged cursor movements,
mouse clicks, scroll events, and gaze signals. The DOM tree has been polled every 50 milliseconds for

1https://zenodo.org/record/4737774
2For time estimations, we assume each video frame to cover 200ms of a session. However, the encoder skipped some frames
at the recording as we noticed after the recording.
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fixed elements, which are logged into the datacast, including their extent and a DOM path computed
from the location of the fixed element within the DOM tree. Moreover, we have logged the creation and
mutation of the DOM tree for each Web page. Scrollbars have been hidden for the recording, as they
would disturb the features. The Web browser interface has been limited to a full-screen window that
offers basic browsing controls like an address bar, back and forwards navigation, recording facilities,
and a viewport to the Web page with a resolution of 1,024 × 768 pixels. The display had a size of
24 in. and a resolution of 1,680 × 1,050 pixels. The gaze signals have been recorded with a Tobii 4C
eye-tracking device, which captures the POR at a frequency of 90Hz. See Figure 5.2 for the setup.

6B;m`2 8Xk, _2+Q`/BM; b2imT +QMbBbiBM; Q7 � KQMBiQ` rBi? `2KQi2 2v2@i`�+FBM; /2pB+2 KQmMi2/ #2HQr i?2
b+`22M �M/ KQmb2 �M/ F2v#Q�`/ 7Q` BMTmiX h?2 T?QiQ QM i?2 `B;?i r�b i�F2M /m`BM; i?2 `2+Q`/BM;X

Procedure We defined a protocol that was handed out to the participants on a sheet be-
fore the recording. Moreover, we read out loud the instructions during the recording session
such that there occurred less interruption in the browsing behavior. See Appendix A for de-
tails. We have chosen twelve Web sites in the English language of four different categories, in-
spired by the Alexa Top 503 categories. The category “Shopping” consists of the sites “wal-
mart.com” (Walmart), “amazon.com” (Amazon), and “store.steampowered.com” (Steam). The cat-
egory “News” comprises “reddit.com/r/pics/top/?t=month” (Reddit), “edition.cnn.com” (CNN), and
“theguardian.com/international” (Guardian). The category “Health” includes “nih.gov” (NIH),
“webmd.com” (WebMD), and “mayoclinic.org” (MayoClinic). The category “Cars” consists of the

3https://www.alexa.com/topsites
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sites “gm.com” (General Motors), “nissanusa.com” (Nissan), and “kia.com/us/en/home” (Kia). Our
general instruction to the participants was to explore each page thoroughly, i. e., hover elements and
menus, read descriptions, and click through photos of a photo carousel. For each Web site, the partici-
pants started the interaction on the landing page. Then they had to find a specific hyperlink on the landing
page and navigate to the next page. On the next page, they were asked to explore the page and choose
a hyperlink of their own choice as per their interest. Thus, for each Web site, they visited three pages.
Two of the pages were defined by our protocol and the third page was chosen by the participants.

Participants Four male participants (age = 30 ± 2.35 years) were invited for the dataset recordings.
All four participants are researchers in computer science and experienced Web users. They participated
voluntarily in the dataset recording. The strategy to invite experienced Web users was motivated by the
nature of sophisticated tasks, e. g., to explore the dynamics of pages thoroughly, however, not to leave the
page accidentally through the activation of an outgoing hyperlink. Many menus require a mouse click
for expansion, while other interface elements lead to another Web page if clicked. Only experienced
Web users can make reasonable predictions of these design choices.

Results We recorded 155 minutes of Web browsing in about 1.23GB of video recordings and dat-
acasts. All videos contain a total of 45,310 frames. We have recorded 10,742 scrolls, 111,058 mouse
movements, 893 clicks and 837,716 gaze points. The participants have browsed 172URLs, whichmeans
on average 3.56 URLs per session. This reflects our protocol, considering that some participants clicked
by accident on outgoing hyperlinks. In addition, we have recorded 140,322 DOM tree mutations, not
counting the operations for the creation of the initial DOM tree of a Web page. On average, there have
been 2,923 DOM tree mutations per session, with a high standard deviation of 2,735. For example, we
recorded 3,423 additions of DOM nodes, 544 removals, and 797 changes for the third participant during
his session on the Walmart site. We do not further use the DOM tree mutations, yet we believe it might
allow further insights in the future. In the remainder of the chapter, we will refer to the participants of
the dataset as “users,” if not denoted otherwise.

5.3 Visual Change Classifier

In this section, we discuss the visual change classifier δ that is required in the framework of visual
stimuli discovery for both splitting and merging of video recordings toward visual stimuli. We label
contiguous video frames as belonging to one stimulus shot or as representing the boundary between
two adjacent stimulus shots. We base the labeling on a decision process from the point of view of a
usability expert, which we define in this section. Then we introduce computer-vision features from shot
and scene detection literature that are computed on the contiguous frames. Finally, we investigate the
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effectiveness of different classifiers using those features to reproduce the human-decision process of
labeling for visual change.

5.3.1 Labeling of Visual Change

For labeling and feature computation, we have developed a tool4 that provides a graphical interface to
walk through image pairs of a user session and let a usability expert label visual change. See Figure 5.3
for a screenshot of that tool.

NIH.gov, Participant 1, Frame 110 NIH.gov, Participant 1, Frame 111

6B;m`2 8Xj, a+`22Mb?Qi Q7 i?2 iQQH mb2/ iQ H�#2H pBbm�H +?�M;2 BM 2�+? Q#b2`p�iBQMX

Apparatus We load the video recording and the datacast of a user session into the tool and extract
image pairs as shown in Figure 5.4. For each (a) consecutive pair of frames (e. g., frames n-1 and n,
frames n and n+1, ...), we (b) crop the fixed elements, as defined in the DOM tree, from the frames —
similarly to the enhanced representation method [139]. Real-time observation of the DOM tree during
recording lets us update the position, extent, and visibility of fixed elements according to their dynamic
behavior, i. e., when a menu expands or collapses upon user interaction. This results in potentially mul-
tiple regions of fixed elements and the remaining region of each frame, which is the scrollable part of
the Web page. The regions are treated separately in the following. Then, (c) each pair of regions from
the two frames is treated as one observation. We assume that scrolling should not affect the determina-
tion of visual change, because we will later stitch together two frames that only deviate by their scroll
position. Therefore, we transform the regions to match in their scroll offset and we crop only the over-
lapping image portions for further consideration. Each observation is (d) manually labeled for visual
change (“yes”/“no”). The features (e), as later listed in Table 5.1, are also computed. Notably, we auto-

4https://github.com/eyevido/visual-stimuli-discovery/tree/master/code/src/exe/Trainer
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matically skip the labeling of observations that perfectly match every pixel, as the images are visually
identical and would unnecessarily consume labeling effort and feature computation time. The tool has
been implemented in C++ and uses OpenCV [25] to prepare the observations and to compute features.

We have noticed that the scroll offset from the datacasts does not match perfectly with the scrolling as
recorded in the videos. See Appendix B for details about our approach for estimating the true scroll
offset in the video recordings, using OpenCV ORB features, and a homography estimation between the
pixels from the regions of an observation.

Frame nFrame n-1

Observation of html/body/nav from frame n-1 to n

1
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Crop fixed elements
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1 2
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2 ……
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!
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Label visual 
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6B;m`2 8X9, P#b2`p�iBQMb �`2 2ti`�+i2/ 7`QK +QMiB;mQmb 7`�K2b BM � pB/2Q `2+Q`/BM;- K�Mm�HHv H�#2H2/ 7Q`
pBbm�H +?�M;2- �M/ +QKTmi2`@pBbBQM 72�im`2b +QKTmi2/X

Procedure To counter the subjectivity of labeling visual changes in observations, we have designed a
decision process from the point of view of a usability expert whose objective is to aggregate interactions
on distinctive visual states of an interface. See Figure 5.5 for the decision process.

Results One of the authors of this paper (an experienced researcher in usability analysis) performed
the task of labeling the dataset over 16 hours within three days. In total 23,571 observations have been
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labeled, from which 4,446 observations have been labeled as visually different, and thus should separate
stimulus shots.
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6B;m`2 8X8, .2+BbBQM T`Q+2bb 7Q` H�#2HBM; Q7 pBbm�H +?�M;2 T2` Q#b2`p�iBQMX

To verify the objectivity of our decision process, we also let two students label a subset of the dataset.
The students were not involved in this work. They were introduced to the task with an explanation of
the decision process on a sheet of paper showing Figure 5.5 and an in-person explanation of the labeling
on one exemplary user session. They labeled a subset of 12 user sessions out of the total of 48 user
sessions, i. e., the shopping-related Web sites on the first user, the news-related Web sites on the second
user, the health-related Web sites on the third user, and the car-related Web sites on the fourth user. We
report a Fleiss’ Kappa score of 0.71, which is to be considered as a substantial agreement, according to
Landis and Koch [115].

Moreover, there exist well-received and ready-to-use automatic video shot segmentation tools [96].
One of the best scoring tools is the Multimedia Knowledge and Social Media Analytics Laboratory
(MKLab) [140], which we have applied to our dataset. The tool uses a score function, based on local
(SURF) and global (color histograms) features, to compare consecutive frames. Applied to our dataset,
the MKLab tool detects only 175 shot separations through abrupt transitions, one dissolve transition,
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and 49 wipe transitions. In comparison, we have manually labeled 4,446 shot separations throughout
the dataset. Thus, we argue that existing video shot segmentation techniques cannot be applied to the
problem of visual stimuli discovery and we need to investigate choices in features and classifiers.

5.3.2 Features for Visual Change Detection

A variety of features to compare video frames is applicable [48]. We compute in total 53 computer-
vision features categorized into seven different types (see Table 5.1), deemed relevant to detect visual
changes in an interface. Value-based features consider the difference of pixel values between two im-
ages, either via aggregation of absolute values differences or via counting of changed pixels. This type of
low-level feature accounts for every kind of visible change in an interface on a local scale. Histogram-
based features consider the change in color distribution between two images on a global scale. This
type of feature might support recognition of overall changes (e. g., dimming of background) on the in-
terface, while local changes might go unnoticed. Edge-based features rely on changes in the visibility
of edges between two images. Edges are an important aspect of human vision; thus, they may provide
a strong indication of visual changes on an interface. Signal-based features like peak-signal-to-noise
ratio (PSNR) and the mean structural similarity index [191] (MSSIM) are popular to measure image
quality differences between two images. Optical-flow-based features consider the movement of con-
tent in video frames. This type of feature might be of interest for moving content like photo carousels
and scrollable regions like chat windows. SIFT-based features could match descriptors of remarkable
points between two images. This complex feature supports checking for changing contents at a layout
level. Some interfaces predominately contain textual content; thus, we detect text using the Tesseract
4.0 optical character recognition library [173] and derive text-based features. We use the recognized
texts both for bag-of-words and for character-level n-gram (with n = 3 [194]) similarity estimations. See
Appendix C for more details about the features.
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h�#H2 8XR, 1p�Hm�i2/ +QKTmi2`@pBbBQM 72�im`2b iQ 2biBK�i2 pBbm�H +?�M;2X SQbi}t2b b- g- �M/ r bi�M/ 7Q`
i?2 #Hm2- ;`22M- �M/ `2/ +QHQ` +?�MM2H- `2bT2+iBp2HvX SQbi}t2b h- s- �M/ l bi�M/ 7Q` ?m2- b�im`�iBQM- �M/
HB;?iM2bbX h?2 TQbi}t2b Q7 i?2 aA6h@#�b2/ K�i+?2b /2b+`B#2 i?2 �TTHB2/ i?`2b?QH/ QM i?2 aA6h@72�im`2
bBKBH�`Biv b+Q`2X h?2 TQbi}t spatial bi�M/b 7Q` �M �//BiBQM�H +?2+F 7Q` � bBKBH�` BK�;2 +QQ`/BM�i2X a22
*?�Ti2` * 7Q` /2i�BHbX

Type Value-based Histogram-based

Feature Aggregation Count Correlation
Variations agg_bgr/b/g/r count_bgr/b/g/r corr_b/g/r

agg_h/s/l count_h/s/l corr_h/s/l
agg_gray count_gray corr_gray

Type Edge-based Signal-based

Feature Change Fraction PSNR MSSIM
Variations change_fraction psnr mssim_b/g/r

Type Optical-flow-based SIFT-based

Feature Angle Magnitude Match
Variations angle_mean/std mag_max/mean/std match/_0/4/16/64/256/512

match_spatial
match_dist_min/max/mean/std

Type Text-based

Feature Bag of Words n-Grams
Variations diff_words_count n_grams_match_count/match_ratio/jaccard

unique_term_count n_grams_min_count/max_count
n_grams_vocabulary_size
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5.3.3 Investigating the Effectiveness of Visual Change Classifiers

First, the training of such a classifier should be feasible in the scope of a behavioral study by a usability
expert. A usability expert may label the visual changes on one video recording and then apply the
trained classifier to separate all other video recordings of users on one Web site into stimulus shots.
Second, a visual change classifier should show good results in reproducing the human-decision process
for both label classes, visual change and no visual change, aka “visual same.” Thus, we investigate the
performance of popular classifiers in the following.

Apparatus We have trained a logistic regression classifier, a support vector classifier (SVC), and a
random forest classifier. The SVC uses a radial basis function kernel and balanced class weighting using
the synthetic minority over-sampling technique [118]. The random forest classifier makes use of 100
decision trees and entropy as a measurement for purity. We have also evaluated different tree counts,
yet variations did not yield an improvement in classification. Analogously to the SVC, a balanced class
weighting has been applied. Additionally, we have implemented a baseline classifier. For every training
set, a threshold of the feature count_bgr is optimized regarding an average weighted F1 score. The
threshold determined in the count_bgr feature is then used to classify the test dataset. The baseline can
be intuitively described as a threshold of a number of pixels, which are different between two images.
For all computations, we have removed 937 observations whose image overlap was below or equal to
32 pixels in either width or height. We consider the overlap of below or equal 32 pixels as not relevant
for the training of the visual change classifier. Moreover, we have normalized all features independently
with the min-max method. The min-max method normalizes all values of each feature in the training
data between zero and one and applies the same transformation for the test data. The logistic regression
classifier and the SVC are outperformed by the random forest classifier in almost all cases, why we only
consider the results from the baseline approach and the random forest classifier in the following.

In addition to the F1 scores per class (visual same or visual change), we report the measures of coverage
and overflow for shot detection [187]. The measure of coverage indicates how much a stimulus shot
from the ground truth is represented by the most overlapping computed stimulus shot. A value close to
one is better, a value close to zero is worse. The measure of overflow indicates how much the neigh-
boring stimulus shots of each ground-truth stimulus shot are overlapped with computed stimulus shots
intersecting with the ground-truth stimulus shot. A value close to zero is better, a value close to one is
worse. We calculate coverage and overflow by first taking the labels of visual change as boundaries of
the ground-truth stimulus shots. Each classifier is then applied to compute visual changes, which are
then taken as boundaries of computed stimulus shots. We have used Python 3 with scikit-learn [151] for
the analysis of the classifiers.

Results The results of performing four-fold cross-validation by considering each user session once
as training data are displayed in Table 5.2. We observe consistent F1 scores above ninety percent for
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h�#H2 8Xk, *H�bbB}2`b Q7 pBbm�H +?�M;2X q2 mb2 � 7Qm`@7QH/ +`Qbb p�HB/�iBQMX PM2 mb2` b2bbBQM �+ib �b
i`�BMBM; /�i�- �M/ i?`22 mb2` b2bbBQMb �+i �b i2bi /�i�X q2 `2TQ`i 6R b+Q`2b �M/ i?2 b?Qi@/2i2+iBQM
K2�bm`2b Q7 +Qp2`�;2 �M/ Qp2`~Qr U2t+Hm/BM; }t2/ 2H2K2MibVX _X 6Q`2bi Bb � `�M/QK 7Q`2bi +H�bbB}2`X
"2bi +H�bbB}2` `2bmHi T2` q2# bBi2 Bb T`BMi2/ BM #QH/ 7QMiX ↑ /2MQi2b i?�i � ?B;?2` p�Hm2 Bb #2ii2`X ↓
/2MQi2b i?�i � HQr2` p�Hm2 Bb #2ii2`X

Shopping Sites Walmart Amazon Steam

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 93%± 01% 87%± 03% 94%± 01% 90%± 02% 92%± 01% 72%± 03%
↑ Visual Change [F1] 87%± 02% 78%± 02% 81%± 02% 73%± 02% 80%± 02% 55%± 02%
↑ Agg. Coverage 0.97± 0.03 0.81± 0.02 0.88± 0.04 0.88± 0.07 0.91± 0.02 0.82± 0.03

↓ Agg. Overflow 0.18± 0.08 0.05± 0.04 0.11± 0.03 0.17± 0.06 0.09± 0.04 0.13± 0.05

News Sites Reddit CNN Guardian

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 96%± 00% 84%± 04% 93%± 03% 77%± 07% 97%± 00% 81%± 02%
↑ Visual Change [F1] 69%± 01% 42%± 04% 58%± 08% 32%± 01% 79%± 01% 42%± 03%
↑ Agg. Coverage 0.94± 0.02 0.76± 0.03 0.85± 0.12 0.54± 0.05 0.88± 0.02 0.51± 0.02

↓ Agg. Overflow 0.13± 0.04 0.05± 0.01 0.31± 0.15 0.08± 0.13 0.15± 0.02 0.10± 0.03

Health Sites NIH WebMD MayoClinic

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 97%± 01% 87%± 02% 85%± 12% 86%± 02% 98%± 00% 95%± 00%
↑ Visual Change [F1] 92%± 03% 72%± 01% 55%± 08% 54%± 04% 88%± 02% 78%± 01%
↑ Agg. Coverage 0.98± 0.02 0.69± 0.09 0.84± 0.20 0.81± 0.10 0.94± 0.04 0.81± 0.02

↓ Agg. Overflow 0.12± 0.05 0.01± 0.01 0.41± 0.21 0.42± 0.11 0.11± 0.04 0.11± 0.04

Car Sites General Motors Nissan Kia

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 97%± 00% 83%± 03% 97%± 00% 92%± 01% 97%± 00% 93%± 01%
↑ Visual Change [F1] 80%± 01% 42%± 03% 90%± 01% 80%± 02% 84%± 02% 47%± 01%
↑ Agg. Coverage 0.90± 0.05 0.65± 0.05 0.96± 0.02 0.78± 0.03 0.88± 0.04 0.80± 0.03

↓ Agg. Overflow 0.25± 0.08 0.15± 0.12 0.15± 0.05 0.05± 0.02 0.11± 0.04 0.07± 0.08

the classification of visually same observations with the random forest classifier. The scores for visual
change observations are of mixed nature. In eight out of twelveWeb sites the F1 scores with random for-
est classifier is above eighty percent. At first sight, the baseline classifier performs best in the overflow
measure. However, one must look at both, coverage and overflow. For example, in the case of NIH, the
baseline classifier produces many false-positive shot boundaries. Thus, the overflow is low (which is
good) but so is the coverage (which is bad). The video would be divided into too many stimulus shots,
resulting in an over-segmentation. In conclusion, a random forest classifier is a good choice for a visual
change classifier.
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h�#H2 8Xj, *H�bbB}2` Q7 pBbm�H +?�M;2 rBi? mb2` b2bbBQMb �+`Qbb +�i2;Q`B2b UmbBM; �HH 72�im`2bVX q2 mb2 �
7Qm`@7QH/ +`Qbb p�HB/�iBQM- BM r?B+? i?2 mb2` b2bbBQMb Q7 i?`22 +�i2;Q`B2b �+i �b i`�BMBM; /�i�- �M/ i?2 mb2`
b2bbBQMb Q7 QM2 +�i2;Q`v �+ib �b i2bi /�i�X ao* Bb � bmTTQ`i p2+iQ` +H�bbB}2`- _X 6X Bb � `�M/QK 7Q`2bi
+H�bbB}2`X "X Bb i?2 #�b2HBM2 +H�bbB}2`X "2bi +H�bbB}2` `2bmHi T2` +�i2;Q`v Bb T`BMi2/ BM #QH/ 7QMiX ↑ /2MQi2b
i?�i � ?B;?2` p�Hm2 Bb #2ii2`X
Category Shopping News Health Cars

Classifier SVC R. F. B. SVC R. F. B. SVC R. F. B. SVC R. F. B.
↑ Visual Same [F1] 92% 93% 74% 95% 94% 82% 80% 82% 74% 95% 97% 87%
↑ Visual Change [F1] 80% 83% 63% 64% 62% 38% 51% 61% 50% 73% 85% 53%

In detail, the classification performs badly onWeb sites from theNews category. Thismight be caused by
diverse multimedia content that has been very different between user sessions. Besides those, WebMD
from the health category has an exceptionally low F1 score for visual change. After manually checking
which visual changes are not recalled, we found that visual changes between the bright background and
white menu do not cause significant changes regarding most features.

We have also evaluated the performance in across-category classification. We consider this to be the
more difficult task, as we attempt to find a general classifier that is trained by visuals on Web sites that
are from a category different than the classified Web sites. For each category, we have taken all user
sessions of the other three categories as the training set, and we have taken the user sessions of the chosen
category as the test set. The F1 scores are shown in Table 5.3. However, the results are worse than the
same-site classification. Thus, we consider in the remainder of the chapter the training with one user
session for a classifier that is constructed to work on that Web site.

Finally, we have evaluated the importance of features by their contribution to the random forest classi-
fiers in Table 5.2. See Table 5.4 for a ranking of the top-sixteen features. The most important feature in
all evaluations is the edge change fraction. It contributes nearly ten percent on average to every decision.
The mean structural similarity index tends to be important across all color channels. The next important
feature appears to be the SIFT-based matching. The aggregation of value differences in various color
channels is important in most decision processes, too. The features from optical flow, histograms, and
text recognition are not important for the classifications. We speculate that there may have been no suf-
ficient movement on the interfaces to trigger optical flow. Histograms appear to be less useful for our
purpose, as there are usually no global changes in color distribution caused by dynamics in interfaces.
The text-based features have been promising, yet it might be that dynamics do not introduce enough
new text to be detected in comparison to the already existing text on an interface. The optical character
recognition seems also to be very sensitive to fading animations.
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h�#H2 8X9, 62�im`2 BKTQ`i�M+2b �b T`QpB/2/ #v i?2 `�M/QK 7Q`2bi +H�bbB}2` BM b+BFBi@H2�`M (R8R) r?2M
+QMbB/2`BM; QM2 mb2` b2bbBQM �b i`�BMBM; b2i �M/ i?`22 mb2` b2bbBQMb �b i2bi b2iX

Rank Feature Importance Rank Feature Importance

1. change_fraction (edge) 9.5%± 5.2% 9. psnr (signal) 3.5%± 3.4%
2. mssim_r (signal) 5.5%± 4.2% 10. agg_g (value) 3.4%± 2.1%
3. mssim_g (signal) 5.2%± 3.5% 11. agg_bgr (value) 3.2%± 2.2%
4. match_256 (SIFT) 4.3%± 3.8% 12. agg_r (value) 2.8%± 1.7%
5. match_spatial (SIFT) 4.2%± 3.6% 13. agg_gray (value) 2.7%± 1.5%
6. mssim_b (signal) 4.2%± 3.1% 14. agg_h (value) 2.5%± 2.4%
7. count_b (value) 4.1%± 3.2% 15. match_64 (SIFT) 2.3%± 1.5%
8. count_l (value) 3.5%± 1.7% 16. mag_max (optical flow) 2.2%± 2.5%

Lessons learnt The random forest classifier promises the best results for visual change detection.
The training of the classifier with a single user session shows good results. Considering the above-
mentioned feature importance, we only use value-based, edge-based, signal-based, and SIFT-based fea-
tures for the application of visual stimuli discovery in the next sections. With considering these features
exclusively, we yield a general improvement in classification compared to the F1 scores of the random
forest classifier from Table 5.2 with +0.8%± 2.3% for visual same and +2.9%± 5% for visual change.
The high deviation is caused by the results for WebMD. Its F1 scores for visual same increases about
eight percent and visual change about eighteen percent. See Appendix D for details about the classifi-
cation performance when considering only the important features.

5.4 Visual Stimuli Discovery on Web Sites

We execute the framework of visual stimuli discovery using the random forest classifiers trained per
Web site with the important features and the labels of the session of the first user. This reflects a realistic
scenario for a usability analysis — labeling of one user session for visual change to discover the visual
stimulus across all user sessions. The following process is performed for each fixed element and the
scrollable part of the Web page independently — similarly to the enhanced representation. In each
frame, we crop the regions which are occupied by a fixed element. A frame is then divided into one
scrollable region and potentially multiple regions of fixed elements. Thus, regions of a frame might
occur in different visual stimuli, yet no region, i. e., pixel data, of a frame, is represented in multiple
visual stimuli.

First, we split the video recordings into stimulus shots. See Figure 5.6a for an exemplary excerpt of the
splitting procedure. For the sake of the example, there are no fixed elements present on the Web page.
All frames contain scrollable regions, only. (a) Initially, the first frame is considered the current stimulus
shot. Then, we take the next frame, (b) normalize scrolling, and (c) compute the features on the overlap
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of both frames. If the classifier of visual change detects a change, (d) the current stimulus shot is closed,
and a new stimulus shot is started with the currently processed frame. If the classifier does detect no
change, (e) the currently processed frame is put into the current stimulus shot. (f) The frames of the
stimulus shot are stitched and considered for the next frame in the detection of visual change. After the
splitting, each video recording of user sessions is partitioned into a series of stimulus shots.

Second, we perform agglomerative clustering with a single linkage on the set of all stimulus shots. Anal-
ogously to the splitting process, the stitched images of stimulus shots that are found to be similar during
clustering are stitched together and treated as a single stimulus shot in the further course of clustering.
In the end, visually coherent stimulus shots have been merged into visual stimuli. See Figure 5.6b for an
example of the merging procedure. (a) We consider each pair of stimulus shots and (b) compute features
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on the overlap of their stitched frames. The visual features are fed into the classifier of visual change.
(c) If a visual change is detected between the stitched frames of a pair of stimulus shots, a score of zero
is assigned as their similarity score. If there is no visual change, the pixel area of overlap of the stitched
frames is assigned as their similarity score. (d) All similarity scores are entered into a matrix that stores
pairwise similarities between entries. Initially, all entries belong to pairs of stimulus shots. When a
pair of stimulus shots are merged, the merged stimulus is considered instead, and the stitched frame of
the merged stimulus shots is used for the computation of further similarity scores. (e) We iteratively
take the entry with the highest score and merge the corresponding pair of stimulus shots. The procedure
does stop at a predefined threshold of similarity that no entry in the matrix exceeds. The remaining
stimulus shots – regardless of whether they have been merged or not – are considered as visual stimuli,
represented through their stitched frames.

ManyWeb sites contain animations of dynamic elements like in- and out-fadingmenus or moving photos
in photo carousels. The duration of the animations is usually below one second and triggers a visual
change classifier more than once during the animation. We argue that any stimulus shot that lasts below
one second should not contribute to the discovery process, as those stimulus shots would produce over-
segmented results. Ignoring even longer stimulus shots, however, would exclude fast menu interactions.
Therefore, we merge stimulus shots below one second to the temporal closest stimulus shot that is at
least one second long without stitching the pixels of the shorter stimulus shot.

We have implemented the framework5 in C++, using OpenCV [25] and the Shogun machine learning
library [175]. Applying the framework to our dataset, we discover 2,742 visual stimuli for the twelve
Web sites across the four user sessions each. See Appendix E for an example of the visual stimuli
discovered in the video recordings of the user sessions on NIH.

In the next two sections, we evaluate the outcome of the visual stimuli discovery on twelve Web sites
from a computational perspective and a user-centered perspective. For this, we come up with two hy-
potheses, analogously to the previous chapter:

– (H1) Accuracy: The discovered visual stimuli represent a Web page as accurate as video record-
ings.

– (H2) Scalability: The discovered visual stimuli allow a more efficient behavioral analysis than the
video recordings.

5.5 Computational Evaluation of the Visual Stimuli Discovery

To objectively measure the effectiveness of the visual stimuli discovery in reducing the information
overload, we compare the discovered visual stimuli with the original videos they are composed of. This

5https://github.com/eyevido/visual-stimuli-discovery
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h�#H2 8X8, Pp2`pB2r �#Qmi i?2 /Bb+Qp2`2/ pBbm�H biBKmHB �M/ i?2B` [m�HBiv T2` q2# bBi2X O /2MQi2b
ǳMmK#2` Q7XǴ  /2MQi2b i?2 K2i`B+b 7Q` i?2 pBbm�H +?�M;2 +H�bbB}2` r2 mb2/ iQ 2t2+mi2 i?2 7`�K2rQ`FX ↑
/2MQi2b i?�i � ?B;?2` p�Hm2 Bb #2ii2`X ↓ /2MQi2b i?�i � HQr2` p�Hm2 Bb #2ii2`X

Web Site Walmart Amazon Steam Reddit CNN Guardian

# Video Frames 4,524 5,064 5,466 3,645 3,855 3,823

↑ Vis. Same [F1]* 92% 93% 93% 97% 89% 97%
↑ Vis. Change [F1]* 85% 82% 80% 78% 50% 81%
↑ Agg. Coverage* 0.91 0.95 0.97 0.95 0.78 0.88
↓ Agg. Overflow* 0.06 0.07 0.13 0.06 0.07 0.11

# Visual Stimuli 135 189 186 37 60 32
↓ Pixel Ratio 4.22% 5.64% 4.84% 2.52% 2.9% 2.65%
↑ Correct Frames 97.18% 95.85% 83.83% 97.31% 99.18% 67.06%

Web Site NIH WebMD MayoClinic GM Nissan Kia

# Video Frames 2,623 3,736 2,904 3,011 4,507 2,152

↑ Vis. Same [F1]* 95% 94% 98% 97% 98% 98%
↑ Vis. Change [F1]* 88% 78% 91% 84% 93% 87%
↑ Agg. Coverage* 0.95 0.94 0.99 0.95 0.98 0.95
↓ Agg. Overflow* 0.08 0.14 0.05 0.11 0.15 0.15

# Visual Stimuli 30 100 38 39 82 22
↓ Pixel Ratio 1.9% 3.72% 2.32% 2.6% 3.6% 2.08%
↑ Correct Frames 99.89% 86.05% 96.70% 96.21% 89.51% 99.16%

allows us a computational point of view in the evaluation of the framework.

Methodology We have created a tool6 with a two-column interface, where the left column displays a
frame from the video recording and the right column displays the visual stimulus by which the frame is
represented. The visual stimulus is cropped to the portion that corresponds to the viewport in the video.
See Figure 5.7 for a screenshot of the tool. Using the tool, an annotator iterates through the frames of
each video recording and decides whether a frame is correctly represented by the corresponding visual
stimulus, according to our definition of visual change from Figure 5.5. See Appendix F for examples
from the evaluation process.

6https://github.com/eyevido/visual-stimuli-discovery/tree/master/code/src/exe/Finder
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Results We provide the results of our computational evaluation in Table 5.5. We include the met-
rics of F1 score, coverage, and overflow for each visual change classifier that has been trained for the
respective Web site.

Original Frame from Video Recording
Amazon.com, Participant 1, Frame 132 Corresponding Region in Visual Stimulus

6B;m`2 8Xd, a+`22Mb?Qi Q7 i?2 iQQH i?�i Bb mb2/ iQ +?2+F i?2 `2T`2b2Mi�iBQM Q7 2p2`v 7`�K2 7`QK i?2 pB/2Q
`2+Q`/BM;b BM i?2 +Q``2bTQM/BM; pBbm�H biBKmHmbX q2 ?�p2 �//2/ � /Bz2`2M+2@BK�;2 #2ir22M #Qi?
;`�vb+�H2 BK�;2b QM i?2 #QiiQK Q7 i?2 BMi2`7�+2 iQ bmTTQ`i �M �MMQi�iQ` BM ?2` /2+BbBQM@K�FBM;X

Fixed elements are treated separately from the scrollable page content in the visual stimuli discovery.
This would allow us to correctly aggregate gaze data frommultiple users at different scrolling offsets like
in the enhanced representation. We determine fixed elements by querying theDOM tree during recording
and retrieve the position and size. Then, we crop the regions from the video frames accordingly. In
Figure 5.8, two common issues with fixed elements in the visual stimuli discovery are depicted. On
the top, we display visual stimuli from the top menu bar of Walmart. The background of the bar is
transparent, such that the content behind the bar is visible. When a user scrolls the Web page, the bar
itself stays one the same position, keeps its size and its contained elements do not change. However,
the scrolling contents behind the bar are visible through the bar and change the color values inside the
bar dramatically. This causes our method to discover additional 105 visual stimuli just for the top menu
bar of Walmart. On the bottom, we show visual stimuli from a fixed and animated chat avatar on Kia.
Again, the contents behind the animated avatar are visible due to the rectangular crop. The animation
and the transparency make the framework discover 669 additional visual stimuli. We think that the
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rectangular cropping of fixed elements is not sufficient to discover accurate visual stimuli on fixed
elements. Therefore, our framework of visual stimuli discovery does not work for fixed elements onWeb
pages — why we exclusively focus on the page body of a Web page in the computational evaluation.
In this regard, we have excluded the 1,792 visual stimuli of fixed elements from the computational
evaluation that is reported in this section. Nevertheless, the visual stimuli of fixed elements are still
included in the user-centered evaluations in the next section. The results of the user-centered evaluations
indicate that the high number of visual stimuli from fixed elements in the visual stimuli discovery do
not hinder common use cases like AOI analysis.

walmart/stimuli/0_html~body~div-0~div~div~div-0~div-0~div-js-global-header-wrapper~div~div-vh-header ./0.png ./4.png ./24.png ./25.png ./37.png ./61.png (top to bottom)

kia/stimuli/2_html-ng-app~body~div-6 ./0.png ./4.png ./15.png ./21.png ./39.png ./41.png ./99.png ./107.png ./210.png ./217.png ./263.png (left to right)

*

6B;m`2 8X3, 6Bt2/ 2H2K2Mib HBF2 K2Mm #�`b Q` +?�i �p�i�`b ;2M2`�i2 iQQ K�Mv pBbm�H biBKmHB #2+�mb2 Q7
i`�MbT�`2M+v �M/ �MBK�iBQMX  h?2 q�HK�`i iQT K2Mm #�` +�M 2p2M 7�/2 QmiX h?Bb b+`22Mb?Qi r�b i�F2M
� KQK2Mi #27Q`2 Bi p�MBb?2/X

Discussion Initially, we want to investigate how much information overload can be reduced by our
method. We measure the reduction in information overload by comparing the number of pixels in the
video recordings versus the number of pixels in the visual stimuli. The grand mean of pixel ratio across
all portions is 3.25% ± 1.17%, indicating that our method can tremendously reduce the pixel numbers,
which proportionally would reduce the visual inspection effort by a usability expert. This supports our
second hypothesis (H2), i. e., the behavioral analysis using visual stimuli instead of video recordings can
be more efficient. Assessing correctness, the results indicate that on average 92% ± 9% of the frames
were represented correctly in their respective visual stimuli. This supports our first hypothesis (H1),
i. e., discovered visual stimuli can represent a Web page as accurately as the video recordings.

However, for Steam, Guardian, WebMD, and Nissan, the number of correct frames is below ninety
percent. On Steam, we found that the order of pictures has been randomized in each user session.
Thus, many frames were wrongly merged into a similar-looking layout, yet contain visually different
pictures or at least shuffle the positions of the pictures in the layout. The Guardian changed articles
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and respective photos on the front page during the six hours of dataset recording. WebMD displayed
personalized advertisements in each user session. Furthermore, contents on WebMD were shuddering
during the page loading, hence the elements that varied in size impacted the entire layout of the pages on
WebMD. Nissan displayed photo carousels with only a slightly different look, which the visual change
classifier struggles to distinguish. There is some noise in the results across all Web sites introduced by
animated advertisement banners and users who highlighted text spans with the cursor.

5.6 User-Centered Evaluation of the Visual Stimuli Discovery

In this section, we take the point of view of a usability expert on visual stimuli discovery. Thus, when
we talk about a user-centered evaluation here, we mean a usability-expert-centered evaluation.

Experts perform usability analysis in software suites like Tobii Pro Studio [182], RealEye.io [148], or
EYEVIDO Lab [62]. Those software suites integrate the recording of user sessions on Web sites, the
data processing, and the attention analysis into a single workflow. The tight integration of the work-
flow is necessary due to the amount and specificity of the collected data. There are yet no standard
formats to store gaze data or stimuli representations. However, this proprietary handling of data renders
it impractical to plug the method of visual stimuli discovery into existing software suites. Therefore,
we focus on the user-centered evaluation on the part of the workflow which may experience the highest
benefit through the application of the visual stimuli discovery: The definition of AOIs [82]. An AOI is
an area on a stimulus that is of special interest to a usability expert. The area might cover a headline in
a newspaper article, a photo in an advertisement banner, or a button to put a product into the shopping
cart. AOIs can have an arbitrary shape, but most commonly they are defined as rectangles. A usability
expert can analyze gaze and mouse data within the extent of the AOI. This allows answering questions
like “How long until a user has seen this area the first time?,” “How many users have looked at this
area?,” “How many users have clicked on this area?,” and “How long have users looked at this area in
total?” See Figure 5.9 for an AOI marked on a screenshot of a shopping Web site in the EYEVIDO lab.
The AOI lays over the button that leads to the available “Screwdrivers.” The software automatically
calculates that 9.4% of all fixations by the five recorded users on that Web page lay within the extents of
that AOI. When multiple AOIs are marked on a stimulus, the sequence of visited AOIs can be computed
and questions like “Did users first look at the product or the price tag” can be answered.

However, the definition of AOIs is a potentially tedious task. In current tools, stimuli are recorded
as images or as videos. Marking of AOIs on images is a straightforward task. A usability expert can
choose the shape of an AOI and mark the respective area on the image. But dynamic Web pages cannot
be easily represented by images, as discussed in Section 3.3. Therefore, usability experts must mark
the AOIs on the video recordings of each user session individually. As content in the interface may
change its visibility throughout the video, a usability expert must manually label the visibility changes
that affect an AOI. Furthermore, content maymove in the viewport. Moving content can be either caused

74



5.6 User-Centered Evaluation of the Visual Stimuli Discovery

6B;m`2 8XN, �M �PA QM i?2 b+`22Mb?Qi Q7 � b?QTTBM; q2# bBi2 BM i?2 1u1oA.P H�# (ek)X

by animations of single elements or by a user scrolling the Web page such that its entire content moves
up or downwards in the viewport. In such a case a usability expert must transform the AOIs on a video
recording of the viewport accordingly. The precise marking of AOIs is a task that does scale linear with
the number of users, as a usability expert has to perform the task on every video recording— like shown
in Section 4.3.

The method of visual stimuli discovery attempts to abstract the dynamics by clustering visually coher-
ent states of an interface, such that the generated images can correctly represent those states as visual
stimuli. A usability expert might then browse through the generated images instead of the video record-
ings and mark AOIs on these images. We argue that this can reduce the workload of a usability expert
tremendously. Therefore, we evaluate this claim in a user-centered evaluation. First, we identify ex-
emplary AOIs on Web sites from our dataset which would be of relevance for a usability expert. The
visual stimuli discovery relies on the performance of the visual change classifier, which directly influ-
ences the correctness of the visual stimuli as discussed in the previous section. Therefore, we perform
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a comprehensive analysis of whether the exemplary AOIs on the visual stimuli would report correct
measures. Second, we have presented the exemplary AOIs as analysis tasks to usability experts in an
interactive online survey. The survey results substantiate show that our method is novel and can support
the workflow of usability experts. The entire user-centered evaluation also addresses our overarching
research questions about the accuracy and scalability of the visual stimuli discovery.

5.6.1 Analysis of Exemplary AOIs using Visual Stimuli

The Web sites and the AOIs have been chosen with a heuristic based on the relevance of elements, i. e.,
elements that are an integral part of the Web sites that most users have encountered. The study aims
to gather task-specific insights, rather than a comprehensive assessment of visual stimuli; hence, the
outcome might depend on the choice of Web sites and the respective AOIs.

Methodology We have chosen four Web sites from the dataset, with one AOI each. First, we have
labeled the occurrence of the AOIs on the frames of the video recordings and the visual stimuli inde-
pendently. See Figure 5.10 for screenshots of the tool7 for the labeling process. Second, the frames
represented by each marked visual stimulus have been checked whether they show the AOI. If the vi-
sual change classifier does miss a visual change in the interface, the frames from different visual states
can be incorrectly aggregated into the same visual stimulus. See Figure 5.11 for a screenshot of the tool8

we developed for that check.

Results Figure 5.12 shows the results of our analysis. For each AOI, it includes the number of frames
that are represented by the visual stimuli which contain the AOI — and indicates whether those frames
show the AOI (positive contribution) or do not show the AOI (negative contribution) in the video record-
ing. Some frames of a visual stimulus cannot contain the AOI, as a user had scrolled beneath or above
the AOI in the video recording (neutral contribution). Also, we report the precision and recall values,
calculated from the positively and negatively contributing frames. Next, we provide the rationale for
the choice in each Web site and AOI and give a short discussion about the individual results.

(a) Tile on CNN.According to Table 5.5 on page 71 the CNNWeb site shows a good score for overflow
but a comparatively bad score for coverage. Potentially, too many visual stimuli are discovered.
We have chosen a tile that is a hyperlink to the review of the “Captain Marvel” movie as the AOI.
The tile occurs on the second Web page that all users browsed to on the CNN Web site. The tile is
not loaded instantly, but a few milliseconds after the Web page has loaded. The minor deficits in
the precision value could be due to the frames at loading and unloading the Web page since such
frames do not show the tile but are still merged into the visual stimuli. The rather low coverage

7https://github.com/eyevido/visual-stimuli-discovery/tree/master/code/src/exe/Evaluator
8https://github.com/eyevido/visual-stimuli-discovery/tree/master/code/src/exe/Preciser
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Carousel Slide onWebMD

Video Recording of Participant 1 onWebMD

U�V q2 bFBKK2/ i?`Qm;? pB/2Q `2+Q`/BM;b �M/ K�`F2/ 7`�K2b i?�i +QMi�BM i?2 �PAX

Carousel Slide onWebMD

Corresponding Visual Stimulus
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value from the overall evaluation does not harm the discovery, yet the tile is present on ten different
visual stimuli — while being originally always on the same Web page and position.

(b) Top Menu on Guardian. In Table 5.5 on page 71 the Guardian Web site shows a low percentage
of correct frames. We have chosen the top menu on the Web site as AOI, which can be collapsed.
Here the recall is 100%. A minor dip in precision is because of a few frames in which the top menu
has already been collapsed, but the frames are still merged into the visual stimuli. The difference
between the good results for the Guardian Web site in this task compared to the computational
evaluation is due to the task at hand. Whereas the computational evaluation looks at the entire
frames of the video recordings, this task only focuses on the top menu. On the Guardian Web site,
the visual change classifier does not detect a change due to a different photo behind the top menu;
thus, our method merges the top menu into fewer visual stimuli. This affects the computational
evaluation but works fine for this task.

(c) Footer Menu on Walmart. The Walmart Web site shows a very good result in Table 5.5 on page 71.
We want to investigate how it correlates to the inspection of an AOI; thus, we choose a static footer
menu that occurs across all pages of the Walmart Web site. That footer menu is well discovered
with perfect precision and a very high recall. Even though the footer menu is part of the scrollable
region, it is also contained in visual stimuli from fixed elements, as shown in Figure 5.12. Opening
the fixed menu, it overlays the entire page behind the menu with a semi-transparent, dark rectangle.
The rectangle is part of the fixed menu; thus, it lets us interpret the entire frame as fixed. The footer
menu is still correctly discovered.

(d) Carousel Slide on WebMD. We report for both, the evaluation of a visual change classifier in the
previous section and Table 5.5 on page 71 low performance on the WebMD Web site. We have
chosen a carousel slide every user browsed to as AOI on the WebMD Web site. The precision
of discovering the carousel slide is low at 42%. We found that other carousel slides and menu
expansions have been mixed into the visual stimuli. This corresponds with the poor overflow value
we report in the prior evaluations about the performance of the visual change classifier on the
WebMDWeb site.

Discussion Though the exemplary AOIs were defined in Web sites that were difficult for the visual
change discovery, the errors did not affect the analysis of the AOIs too much. This outcome supports
the first hypothesis (H1), i. e., the discovered visual stimuli represent a Web page as accurate as video
recordings — as long as the visual change classifier works well. Similar to the enhanced representation
in Chapter 4, the marking of AOIs would be faster on the visual stimuli than on the video recording.
Specifically, the chosen AOIs are static on the visual stimuli but move in the image space of the frames in
the video recording. A usability expert would have to compensate for different scroll offsets in the video
recording by transforming the position and size of the AOI throughout the video recording. Therefore,
we see our second hypothesis (H2), i. e., the discovered visual stimuli allow a more efficient behavioral
analysis than the video recordings, substantiated by our assessment.
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5.6.2 Expert Survey about Usefulness of Visual Stimuli

Finally, we report the results of an anonymous online survey, addressed to usability experts. See Ap-
pendix G for details about how we have integrated video recordings and visual stimuli interactively into
the survey by developing a custom survey framework with JavaScript.

Methodology We hosted the survey on a Web server, consisting of eleven pages. On the first two
pages, we asked for the demographics and expertise of the participant. We explained what we define as
a dynamic Web page on page three. Then, we had three scenarios from the analysis of the exemplary
AOIs on Walmart, WebMD, and the Guardian Web site. For each scenario, we had two pages in the
survey. First, we pointed to the AOI and showed the four user sessions of the dataset as embedded video
recordings. The participants were asked to skim through the video recordings and tell us, how they
would tackle the analysis task for 20 users with their current workflow. Second, we had a gallery with
the visual stimuli that contained the AOI from the respective Web site. The participants could zoom and
pan the visual stimuli and display the scanpath and mouse traces over the visual stimuli. We asked the
participant how accurate they believe an analysis would be when using our visual stimuli and whether
they could save time in comparison to their current workflow. After the three scenarios, we asked for
general feedback about our method on the tenth page and handled the submission of the survey on the last
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page. We asked for participation via personal and E-mail-list invites; and public postings in respective
LinkedIn groups.

Results We received eight responses, five female and threemale participants (age = 35.9± 8.0 years).
The professions of the participants ranged from three researchers (1, 2, and 7 years of experience),
over a product owner (5 years), a usability expert (5 years), a sales associate (1 year), a consultant (23
years), to the head of an eye-tracking laboratory (8 years). Four of the participants have conducted
more than 10 usability studies, three have conducted 4 – 10 studies, and one participant has conducted
1 – 3 studies. Conducting Web usability studies was the most common among participants, as seven
votes were received for Web pages, five for mobile apps, four for desktop applications, and three for
advertisements. All participants make use of gaze data for usability analysis, seven consider mouse
clicks, and five touch input. Eye gaze is commonly analyzed with AOIs on the visual stimulus (among
all participants), additionally, six participants also utilize heatmaps.

Given the three scenarios, we have asked the participants how they would tackle the given analysis
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task for 20 users with their current workflow. They have mentioned a variety of methods, i. e., four
participants would use a video recording, two mention screenshots, four suggest a composed screenshot
(like the enhanced representation), two would do a video recording with a camcorder, three would apply
the “thinking-aloud” method, and one mentions a Live-DOM representation (recording of events and
replay on the liveWeb site). Regarding our method, we asked the participants for each scenario about the
perceived accuracy of visual stimuli and whether using them could save them time in analysis, each on a
five-point Likert scale. The results are shown in Figure 5.13. The accuracy is rated high for the Walmart
footer and the Guardian top menu; however, the WebMD carousel slide received a few negative votes.
This might be caused by visual stimuli that show the fading process of the slides, yet are still considered
to show the slide-of-interest by our definition of visual change from Figure 5.5 on page 62.

The general feedback about our method is shown in Figure 5.14 and demonstrates that experts would like
to use our method for usability analysis. The acceptance of the semi-automatic mode emphasizes that
our scenario of labeling one user session manually for visual change to train the visual change classifier
appears to be realistic. We also asked the participants’ opinions on the novelty of our method. All
participants believe the method is novel, half of them state it is very novel, and half of them categorize
it as relatively novel compared to the existing methods they use.
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Discussion The experts perceived the discovered visual stimuli as accurate as video recordings and
stated that they would help them in saving time and effort, supporting our hypotheses (H1 and H2).

The experts were very welcoming about a method of visual stimuli discovery that can support their
workflow. One participant left feedback that broadens the use-case beyond the aggregation of eye gaze
and mouse data. According to his feedback, dynamics are “especially challenging when synchronizing
with additional measurements like GSR [Galvanic skin resistance], NIRS [Near-infrared spectroscopy],
EEG [Electroencephalography] etc.”

5.7 Conclusion

Determining states in a dynamic Web page is an important aspect to allow for more efficient usability
studies with a sufficient number of users. In this regard, we present a framework to discover visual
stimuli in video recordings of user sessions, extending the idea of the enhanced representation to include
dynamics of the contents. For this, we introduce the detection of visual changes in video recordings of
user sessions on Web sites. We examine various features from scene detection literature that are deemed
relevant in indicating visual changes and successfully train classifiers for recognizing visual changes on
video recordings of real-world Web sites. The computational evaluation shows that the visual stimuli
discovery can reduce the number of pixels significantly while preserving the correct representation of
the user sessions. In addition, we estimate the usefulness in several case studies that mimic the task of
a usability expert. We reinforce such findings with an online survey targeted at usability experts. The
responses to the survey reveal that usability experts judge our method of visual stimuli discovery as
accurate and possibly time-saving while being novel in their opinion.

Nevertheless, there is potential for improvement in the visual stimuli discovery. Aspects in the visual
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change classification, splitting of video recordings to stimulus shots, and merging of stimulus shots to
visual stimuli might be altered, such that they are better suited to the task at hand.

First, we could investigate different approaches for a visual change classifier than a selection of
computer-vision features and a random forest classifier. As of now, convolutional neural networks have
become popular in image classification tasks. We could interpret the visual change detection as an image
classification task, by feeding both frames to be compared into the convolutional neural network and
output the decision whether there is a visual change between both frames. However, a convolutional
neural network requires a huge amount of data for the training phase. One could either crowdsource
the labeling process or use a synthetic dataset. The synthetic dataset could be comprised of crops from
virtual screenshots from Web pages, for which the visual change decision could be assumed without
manual intervention. The synthetic dataset could be used to pre-train the convolutional neural network,
while a dataset with manual labels might then be used to tune the weights of the final network.

Second, we could reduce the labeling effort for a usability expert by suggesting incidents of visual change
in a video recording. For this, we might employ a visual change classifier, trained on a plentitude ofWeb
sites. We have already reported the performance of a classifier that is trained on Web sites from entirely
different categories than theWeb sites in the test data, see Table 5.3. The results may not be sufficient for
direct application of the classifier, yet may be used to support a usability expert in the labeling effort.

Third, we could explore different approaches for merging the stimulus shots into visual stimuli. As
of now, frames from the video recording, or each region of a frame when considering fixed elements,
are represented in exactly one visual stimulus. However, it might be more useful for a meaningful
aggregation of gaze data to have a region represented in more than one visual stimulus. In addition,
the similarity score for the decision of which stimulus shots to merge is based on the overlap in their
pixel area. This can be changed to another metric or a machine learning approach could be employed to
decide about the merging order of stimulus shots toward visual stimuli.

Fourth, another interesting suggestion during the development of the framework had been to incorporate
the interaction data, i. e., gaze andmouse data, into the process of visual stimuli discovery. As of now, the
visual stimuli are only used to display gaze and mouse data onto them. But on the one hand, interaction
data can also signify visual changes. For example, most visual changes do happen after a user has moved
the mouse over a hoverable element or a user clicked on a menu icon. We might consider the interaction
data as an addition to the video recording and perform a visual change classification in parallel on that
data, e. g., by feeding the interaction data also into a convolutional neural network. On the other hand,
one could argue that only visual changes that have been perceived by a user should be considered by the
framework. This could be achieved by using the gaze data to divide a frame into a foveated region and
a peripheral region. Features of visual change could be then weighted differently in each region.

Still, some Web sites will remain difficult to be processed such that gaze data can be aggregated across
user sessions in a meaningful way. Especially premium product presentations inWeb stores – like Apple
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did for the iPhone XS9 – make use of advanced dynamics at scroll events. The Web page interprets the
scroll offset as a time indicator for viewport-relative videos. A user can scroll to play the video, stop
scrolling to pause the video, and scroll up to revert a video. In this case, the stimulus in the viewport
constantly changes. But a time-wise synchronization between users remains difficult due to the scrolling-
driven playback, in contrast to normal videos.

In the future, we believe the usefulness of the visual stimuli discovery framework will further benefit
from integration into existing analytical tools used by usability experts. Moreover, our method is not
limited to the benefit of usability experts, but psychologists can also take advantage of the method in
setting up experiments that investigate rich dynamic stimulus-response scenarios.

Takeaway To cope with the exploding number of Web sites and the consistently changing design
trends and interaction patterns, in the future we need even more efficient methods for usability analysis.
We envision an ecosystem that considers the Web page document, the rendering of the Web page during
a user session, interaction data, and prior decisions of usability experts on visually similar Web pages,
to automatically judge the usability of a Web page — and even to report the issues in the design to the
respective developers. This ecosystem would require a deeper understanding of the elements on a Web
page and across Web pages. Especially compound elements – that are crafted from multiple elements
but appear as a consistent element to a user – are required to be identified and tracked. Those compound
elements appear to a user as photo carousels, expandable menus, product views, geographical maps,
or chat widgets. We suggest detecting those compound elements across the discovered states of the
interface on a Web site and attempt to understand their internal state-machine, e. g., the photos in a
carousel or the options in a menu. This will help to find the compound elements across Web pages, as
menus or product views might be consistent throughout the entire Web site. Finally, we might be able to
divide a visual stimulus into portions of reoccurring layouts across Web pages and specific contents on
a Web page, or even only a single state, which would allow an even more insightful aggregation of gaze
data. In the end, this level of understanding of a Web interface could allow us to make the behavioral
analysis on highly personalized Web sites like social media services more efficient and feasible for a
bigger audience.

9https://web.archive.org/web/20190104023835/https://www.apple.com/iphone-xs, accessed on 27th June
2020.
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Part II

Interacting with the Web using Eye Tracking
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CHAPTER 6
Background of Interaction with Eye Tracking

In this chapter, we provide the background about how eye tracking can be used for interaction with
interfaces, especially for people with motor impairment. First, we describe methods for atomic inter-
actions like pointing and typing in Section 6.1, using eye tracking alone or in combination with other
input modalities. Second, we give an overview of single-purpose interfaces that have been designed es-
pecially to be used with eye tracking in Section 6.2. Then, we present our framework for designing rich
gaze-controlled interfaces in Section 6.3. Apart from our scientific contribution, we adapt the interface
of Web pages and a Web browser for gaze input in the next chapter. Hence, third, we describe promi-
nent Web browsers that comparably contribute to the field of Web accessibility in Section 6.4. Fourth,
we define and explain interface semantics and how we can retrieve them in the context of Web pages
in Section 6.5. Fifth, we explore how current end-user software combines pointing and typing using
eye tracking toward emulation of mouse and keyboard in Section 6.6. We look at a common example
of interaction through the emulation approach and investigate the issues with the emulation approach
regarding the user experience.

6.1 Eye Tracking for Interaction

Eyes play a major role in our daily lives by letting us inspect the surrounding environment, perceive
and understand the objects in our environment, and guide actions we want to perform. In addition, eye
gaze is a natural means of communication between humans [97]. Bolt had already proposed in 1981 to
extrapolate this communication toward human-computer interaction [24]:

“At the user/observer interface level, interactivity is extended to incorporate where the user
is looking, making the eye an output device.”

In human-computer interaction, eyes are used in their natural role to inspect an interface, i. e., to perceive
the contents (e. g., reading text), or to guide the interaction when performing input actions, i. e., when
interacting with a specific interface element to achieve the associated functionality. In conventional
interaction, input actions are effectively achieved with selections using motor responses through an ex-
plicit interaction channel (e. g., mouse, keyboard, or touch), and eyes are used in parallel to guide the
control commands, by inspecting the interface (e. g., examining which element to select and observing
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the selection response). However, in gaze-based interaction, eyes are the only modality of interaction,
i. e., they are additionally used to provide motor responses for desired input actions [125]; hence, the
parallelism between inspection and selection cannot be achieved. The overload of inspection and selec-
tion is referred to as Midas touch [89]. In a naïve implementation of gaze-based interaction, the gaze
triggers each interaction element that it dwells upon. In this scenario, a user would constantly select
interaction elements by accident, while browsing through the available options. There are two funda-
mental approaches to deal with this overload and to avoid the Midas touch. Either, the conventionally
parallel process of inspection and selection is sequentialized, allowing unimodal input with gaze only.
More specifically, to perform any input action users sequentially need to inspect an interface to choose
among the interaction elements (pre-select inspection), perform gaze-based confirmation (e. g., through
a long fixation, a blink, or an eye gesture) [88] onto the desired element (selection), and inspect the effect
of the selection (post-select inspection). Or, another input method is additionally used to perform selec-
tions, like a physical trigger or voice, allowing multimodal input that is potentially even more efficient
and enjoyable than using an interface with traditional input devices.

However, an eye-tracking system provides gaze signals with limited precision and accuracy. As dis-
cussed in Chapter 2, the precision can be improved with filtering. But there is yet no universal approach
to bring the accuracy of gaze signals on par with mouse pointing. Thus, interfaces must consider the
limited accuracy of at most ±0.5°. The limited accuracy renders it infeasible to simply replace mouse
pointing with gaze-controlled pointing or a keyboard with gaze-controlled typing. Both, theMidas touch
and the limited accuracy make it inevitable to develop distinct interaction means to interpret gaze signals
as input signals.

6.1.1 Selection Methods

The most intuitive method to select an interaction element using gaze alone might be the blinking of
the eyes. A user could look at the interaction element to select, close one or both eyes for a short
period, and the system would select the looked-at interaction element. However, there are various flaws
with blinking as a selection method. First, it is not easy to distinguish between a natural blink and
an intentional blink solely from the gaze signal. The user might blink with only one eye, which is not
convenient. An intentional blink with both eyes would have to last longer than a natural blink, rendering
it a tedious process. Second, even if blinking with one eye would be sufficiently convenient, the gaze
signals are disturbed by blinking. Eye tracking does not work when the eyes are closed, that is why
blinking has been considered infeasible for selection purposes [89].

Another simple but much more popular selection method is the so-called dwell time, i. e., if the duration
of a user’s fixation exceeds a predefined threshold, a selection is triggered [89]. The slightest discrepancy
between a user’s eye movements and what they see, feel, or hear can disrupt the experience they are
engaged in. Hence, designers need to re-purpose the feedback mechanisms for sensory information
from the eyes. The usage of adequate visual graphics and animation as feedback can assist users to
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discriminate between inspections and selections, to reduce error in interactive operations. The dwell
time selection method can be improved with visual feedback about the dwelling progress, a preview of
the effect of the selection in the area of the dwelling, and audio feedback. Moreover, dwell time can be
adjusted to fit the user’s expertise in the interface and may even be automatically deduced for distinct
regions of an interface [36]. Usually, interfaces for gaze control consist of buttons that are triggered by
a fixation that duration exceeds a preset dwell time. The buttons are sized to be accurately selected with
eye tracking, contain text or a symbol, and often provide visual feedback about the dwelling progress
and the selection. We call such an interface element virtual button in the remainder of this thesis.

Lately, eye gestures have become popular in research. Eye gestures are eye movements that follow
a predefined pattern, similar to the pattern lock on phones. The benefit of eye gestures is that they
are not relying on accurate gaze signals, because only relative distances of consecutive gaze samples are
considered. Theoretically, eye gestures do not require a calibration of the eye-tracking system. However,
eye gestures might be perceived as not natural when a user is asked to make eye movements without a
corresponding stimulus. The eye is not used to move without an object to focus on. Thus, early attempts
to use eye gestures for selection [154] or typing [45] without stimulus required a lot of training. More
recent approaches made use of moving elements in interfaces as stimuli that a user could follow for
selection [159]. Eye gestures bear a huge potential for all kinds of gaze-controlled interaction, as they
allow gaze-based interaction with something as small as a wristwatch [61].

A lot of research has considered additional input devices for selection, leaving only the determination
of the target to gaze input. Eye tracking was combined with a mouse [197, 53] or a keyboard [107].
Recently, also touch [152, 99] and voice [163] modalities were integrated with gaze.

6.1.2 Unimodal Interaction

Considering gaze as the sole input allows for hands-free interactions, even in noisy environments. Eye
tracking as an input method may be used for public ticket machines, information monitors, clinical
environments, and to improve the accessibility of interfaces in general. Interaction with gaze alone has
to cope with the Midas touch problem and the limitations in the accuracy.

Eye Pointing

A simple but effective method for pointing with gaze is to employ a multi-step approach of dwell time
and magnification. Lankford [116] proposed a four-step technique to emulate mouse events on a classi-
cal desktop system. The user first looked at the region which contained the target. After an initial dwell
time, a window popped up near the center of the screen. In this window, the region around the fixation
was displayed as a magnified image. The user then fixated on the coordinate in the window where she
wished to have performed a mouse action. After another dwell time, a menu popped up, offering six
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different mouse actions as virtual buttons on the screen. Again, after a dwell time on the virtual button
corresponding to the desired mouse action, the pointing process was completed and the correspond-
ing mouse event was spawned. See Figure 6.1 for the similar implementation of the mouse emulation
in the recent “OptiKey” software. Further works proposed different approaches for the magnification
procedure, e. g., in the appearance of a fish-eye lens [8], yet the principle remained the same.

Besides magnification of the complete interface, there were also approaches to magnify or scale single
elements of the interface. Špakov and Miniotas [176] proposed a system to select items in a standard-
sized drop-down menu more accurately. The item on which the POR was sensed did vertically expand,
while the text within the item stayed on the same screen position. When there was an inaccuracy in the
estimation of the gaze signal, the actual POR of the user might have been on an item that was below or
above the expanding item. The expansion of the item would have moved the desired item on the screen
and a user’s gaze had followed that movement. This could be recognized as a relative shift in the gaze
signals. Then the gaze signals were adapted accordingly, and the desired item could be selected.

Another approach was to separate pointing and selection not only timewise, but also spatially, which
allowed for reducing the dwell times drastically. Lutteroth et al. [123] marked interaction elements,
e. g., hyperlinks on a Web page, with unique colors. On the side of the screen, each color occupied
a distinct area. A user could first look at the desired hyperlink and then look at the area on the side
of the screen with the color corresponding to the marking color of the hyperlink in order to select the
hyperlink.

Eye gestures may even eliminate the need for dwell time, why they are potentially more efficient to use.
“GazeEverywhere” [159] by Schenk et al. was an approach using eye gestures to perform selections
and improve the accuracy of the eye-tracking system. After the fixation at a POR on the screen, two
moving dots appeared above and below the fixated coordinate. The movement of dots and relative gaze
signals could be compared to decide whether the user follows one of the dots with their gaze. In case the
user follows one of the two dots, a mouse click was spawned on the fixated coordinate. Furthermore,
the orthogonal offset of the POR to the moving dot could be entered into an offset grid, which was used
to improve the accuracy of the gaze signal. The moving direction of the dots did alternate between a
horizontal and a vertical direction, such that the accuracy in both dimensions could be improved with
the offset grid.

The characteristics of gaze as “what you look at is what you get” [89] had initiated the comparisons of
gaze signals with other pointing mechanisms like a mouse, pen, or touch. The performance of gaze-
based pointing is usually assessed with Fitts’ law [126], which evaluates the metrics of throughput and
accuracy. Furthermore, the usability of eye tracking as an input method has been assessed as per de-
vice comfort ISO 9241-9 questionnaire [199], which is primarily used for traditional pointing devices
like a mouse, pen, or joystick. In general, the performance of gaze input was found to be lower than
conventional pointing mechanisms [125]. Therefore, various methods of eye pointing, e. g., multi-step
magnification [16], fish-eye lens magnification [8], or smooth pursuit of visual targets [159] had been
evaluated and compared employing time-required-for-pointing and achieved accuracy.
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Eye Typing

Lankford [116] introduced a gaze-controlled keyboard that displayed a virtual button for each key on the
screen in 2000. The virtual buttons could be selected via dwell time. Additionally, a dictionary provided
choices that matched with the characters typed by a user. The choices were displayed on further virtual
buttons on the screen, which could be also selected using dwell time.

Over the last years, researchers put much effort to accelerate eye typing, e. g., with more integrated
suggestions, to save on required dwell times. Diaz-Tula et al. [49] designed a keyboard that provided
information in the foveal region, such that the eye movements could be reduced. They improved the
throughput by augmenting keys with a prefix of the previous input and suffixes with suggestions, to
save on inspection times. Additionally, they integrated word suggestions in a box on the right side of
the keyboard. Recent works even suggested embedding word suggestions into the keys [165]. A pilot
study revealed that 54.4% of all word suggestions were selected via gazing on the keys. One participant
achieved even a maximum of 92.6% (Figure 6.2).

There were also methods to integrate eye gestures instead of dwell time into eye typing. Ku-
rauchi et al. [110] designed a “EyeSwipe” keyboard that was inspired by swiping on touch-screen key-
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boards. Eye gestures indicated the first and last characters of a word, while the in-between characters
were entered by glancing over the keys in the keyboard. A gaze-controlled version of the well-known
Dasher keyboard was also successfully evaluated [185].

The performance of the eye-typing methods has been evaluated with the metrics of words-per-minute,
keystrokes, and error rate [167, 166].

6.1.3 Multimodal Interaction

Multimodal interaction usually employs gaze signals to pick one from the available targets, while the
selection is confirmedwith anothermodality. Suchmultimodal interactionmust copewith the limitations
of accuracy in eye tracking, but not with Midas touch.

Gaze signals were combined with a physical pointing device. Zhai et al. [197] developed a system
that warped a cursor toward the POR and allowed for fine adjustments and selections with other input
devices, e. g., relative mouse movements, and mouse clicks. They deduced that the pointing speed was
like using the mouse only, however, the users subjectively tended to feel faster using their multimodal
pointing technique. Further developments extended the approach with a touch-sensitive mouse [53].
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Gaze signals were combined with a physical keyboard. Kumar et al. [107] proposed a look-press-look-
release method. A user looked at the desired target. A keypress on the keyboard let the system magnify
the area around the desired target. Then, the user could refine her selection in the magnified area and
release the key, which confirmed the selection. This approach was very fast and reliable.

Gaze signals were combined with touch input. Pfeuffer and Gellersen [152] presented various combi-
nations of gaze signals and touch input. They redirected touches to the looked-at target; thus, provided
whole-screen-reachability, while only using a single hand for both holding the touch-screen device and
touch-input selections. Further works investigated how to combine gaze and touch for PIN entry [99] or
combined a keyboard using touch on a smartphone to start and to end the word entry, while characters
could be selected via eye swiping [100].

Gaze signals were combined with voice input. Sengupta et al. [162] investigated different methods for
selecting and correcting errors using voice and gaze. They attempted to overcome the unavailability of
spatial information in voice-based interaction systems with gaze. The user’s POR was used to select an
erroneous word by (i) dwelling on a word, or (ii) by uttering a “select” voice command, or (iii) by saying
an assigned number. The word could be corrected by either choosing from a suggestion or by spelling
the word via voice input. They found the dwelling option to be the fastest method while requiring the
least effort. The dwelling option also received the best subjective feedback from the participants of their
study.

In this thesis, we focus on eye tracking as an input method for unimodal interaction. The unimodal
interaction with eye tracking is primarily employed to make computers accessible to people with motor
impairment, without relying on further input modalities.

6.2 Adapted Single-purpose Interfaces

In this section, we look at applications in which interfaces have been designed to be operated with gaze.
We call such kind of interaction direct gaze control. These interfaces are mostly prototypes, which
are limited in their functionality to a single purpose and are often not maintained after user studies.
Nevertheless, the designs of these prototypes provide insights into the potential of interfaces that are
assembled to work effectively with gaze as input.

6.2.1 Drawing with Eye Tracking

Drawing allows people to express their creativity and feelings. Especially, people with motor impair-
ment, and, even more specifically, children with motor impairment, are considered as a target group for
gaze-controlled drawing applications.

Hornof and Cavender [83] developed “EyeDraw,” an application that enabled children with severe mo-
tor impairment to draw with their eyes. The authors proposed an interface with two states. One state
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allowed for free looking and the other state allowed for drawing. A user defined the start and the end
of a line through fixations; instead of drawing pixel-by-pixel like a brush using gaze. Transitions be-
tween the states could be performed via dwell time on the canvas. The application allowed for drawing
lines, circles, rectangles, polygons, and stamps. The drawing tools were available as virtual buttons that
surrounded the canvas, see Figure 6.3. A grid of dots could be displayed on the canvas to help a user fix-
ating a POR. Furthermore, a dedicated mode for looking was implemented. Any dwell-time interaction
on the canvas could be paused through the selection of a virtual button in the interface.

The idea of a drawing application with gaze signals was enhanced in multiple works. For example,
Heikkilä [80] developed “EyeSketch.” The application allowed the drawing of shapes that could be
moved, resized, and recolored after the initial placement of the shapes. The tools for the manipulation
were controlled with eye gestures and blinking.
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6.2.2 Writing with Eye Tracking

Inserting text for data processing, documentation, and communication is the traditional purpose of com-
puters. Especially digital communication has been in the focus of gaze-controlled applications for peo-
ple with motor impairment. There are various commercial grid-based applications on the market, see
Figure 6.4. They offer virtual buttons in a grid-like interface. The virtual buttons represent common
phrases, which allow the formulation of queries of everyday communication. There exist systems with
a deep hierarchy of virtual buttons, customizable grid layouts, eye typing, and combinations with speech
and touch input. See Figure 6.4 for an example of a commercial application with a grid-like interface.

6B;m`2 eX9, AMi2`7�+2 Q7 hQ#BB aM�T Y *Q`2 6B`bi 7Q` qBM/QrbR

Research in word processing using gaze signals has rather focused on multimodal interaction, as it bears
huge potential for a broad audience. Beelders and Blignau [17] enhancedMicrosoftWord with voice and
gaze as input. They used voice commands for formatting, cursor movement, text selection with speech
dictation; and gaze input for pointing, e. g., cursor placement in the document and eye typing in a virtual
keyboard. The software was highly configurable, as different selection methods for eye pointing were
available, e. g., dwell time, blinking, or a physical key-press. However, it was found that the voice- and
1https://www.tobiidynavox.com/globalassets/pictures/software/snap/product-listing-images/scf-
2.jpg, accessed on 31st May 2020.
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gaze-based interaction caused a significantly higher error rate than the traditional combination of mouse
and keyboard.

Sindhwani et al. [171] developed “ReType,” a text editor for quick text editing with keyboard and gaze.
The software was gaze-assisted and attempted to erase the need for mouse pointing in certain scenarios.
It allowed common editing operations, while the hands could remain on the keyboard. The text editor
was enhanced with a specific mode to retype. The mode to retype could be entered via a key or heuristics
on the gaze signals. A user would start to type an edit string, which was matched with the entire text.
Phrases with low string distance were highlighted as candidates to be replaced with the edit string. The
user looked at the desired candidate and pressed a key to apply the edit.

6.2.3 Gaming with Eye Tracking

Games have the potential to introduce many people in a playful way to the interaction with eye tracking.
Furthermore, the gaze signals of players can be used to gain a deeper understanding of human perception.
However, it is often difficult to adapt games for gaze-controlled interaction due to their complexity and
high frequency in input commands.

Games for Entertainment with Eye Tracking

Vickers et al. [188] evaluated locomotion tasks in games using eye tracking, in which an avatar could
be moved over terrain by players. They divided the screen into rectangular zones that controlled the
movement of the avatar upon fixation, e. g., moving the avatar forward or changing its walking direction.
Their interface design allowed to steer an avatar in a conventional adventure computer game, like World
of Warcraft. However, the interaction with eye tracking was slower and more error-prone than input by
mouse and keyboard. In addition, games usually require a broader set of interactions, which was not
covered by their approach.

The chicken shoot was a classic two-dimensional shooter game, in which the player had to hit flying
chickens with a shotgun. Usually, aiming with the crosshair is performed through movements of the
mouse, and shooting and reloading with the mouse buttons. Isokoski et al. [86] translated gaze signals
into mouse and keyboard events and then injected these into the game. The crosshair was changed
to follow the gaze. The shooting and reloading via mouse buttons were replaced with a switchable
automatic machine gun. An off-screen target above the screen could be fixated to switch the gun on or
off. After four to five trials, most participants outperformed the mouse and keyboard control condition
in the final score. Especially, the faster positioning of the crosshair by gaze, compared to the manual
positioning, improved their scores.

Isokoski et al. [86] also discussed “EyeChess,” developed by Špakov. Turn-based games and other
games, which do not require a high frequency in input commands, can be easily adapted for interaction
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via gaze input. However, the user experience can be significantly improved by adapting the interface
itself for gaze-based interaction. The elements in the interface of EyeChess were made large enough
to be selectable via dwell time without additional magnification. Furthermore, the elements provided
feedback about selection and featured dots to focus on in their center. The changes in comparison to a
mouse-operated chess application were minimal, yet they were evaluated as critical to allow a satisfac-
tory control with eye tracking as the input method. See Figure 6.5 for a screenshot of EyeChess.

Games with a Purpose with Eye Tracking

In the context of research, games with a purpose are popular to offer knowledge to players and to retrieve
feedback from them in a playful way. In combination with eye tracking, saliency information from gaze
on photos can be gathered by letting users look at photos as part of the game. The saliency data may be
useful to tag photos and improve image search in the future.
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Walber et al. [189] developed a two-dimensional gaze-controlled game, “eyeGrab,” for photo catego-
rization. Players categorized several photos according to their relevance for a given tag. While the game
was entertaining for players, the aim was to enrich the photo context information. Players were asked
to look at photos falling down the screen. The task was to classify the photos as relevant or irrelevant
to a given tag. A player could select a photo by fixation and could categorize the photo by dwelling
on a corresponding virtual button. A player received points for each correctly categorized photo, nega-
tive points for each wrongly categorized photo, and no points for photos that fell off the screen without
classification by the player. The speed of the photos that fell was increased over time, to increase the
difficulty of the game.

We have developed a three-dimensional successor to the game, “Schau genau!” [158, 138].2 In the
game, the gaze signals are used to control an avatar in the appearance of a butterfly. See Figure 6.6
for the setup and a screenshot of the game. The task of a player is to collect flowers with the avatar to
gain points. Flowers are spawned in the distance and the avatar flies constantly over a meadow toward
the flowers. The interface of the game consists only of two panels on the bottom of the screen. The
collected points are displayed in the green panel on the bottom right. The current multiplier is displayed
in the purple panel on the bottom left. The game terminates when the avatar is caught by a spider web,
which is spawned analogously to the flowers. During the game, both game speed and the density of the
spider webs linearly increase, making the game more difficult. The research purposes of the game are
threefold: we have integrated control styles with different levels of intelligence, we educate the players
about flower species as the serious game part, and we collect gaze signals on photos of flowers.

2https://github.com/raphaelmenges/schaugenau

98

https://github.com/raphaelmenges/schaugenau


6.2 Adapted Single-purpose Interfaces

U�V SB+im`2 KQ/2 Q7 i?2 ;�K2 U#V AMi2`7�+2 iQ 2Mi2` � MB+FM�K2

6B;m`2 eXd, a+?�m ;2M�m5 (Rj3) ;�K2 rBi? 2v2@i`�+FBM; /2pB+2 KQmMi2/ #2HQr i?2 KQMBiQ`X PM2 +�M b22
i?2 i?`22 `2/ BHHmKBM�iBQM mMBib Q7 i?2 2v2@i`�+FBM; /2pB+2X

The controls of the avatar with gaze signals are of special interest in this game. The avatar moves on
a two-dimensional plane, which is placed parallel to the screen. Three mappings of gaze-on-screen
to the world position of the avatar on that plane, featuring different levels of intelligence, have been
defined and were randomly assigned to different players. The first approach is the interpretation of the
gaze on-screen as avatar position, like a mouse emulation. The second approach features a grid-based
positioning, similar to the first approach, but with very coarse fixation filtering. The third approach
supports the player by making use of the knowledge about the virtual world. The gaze is checked to
lay upon a flower in the distance, and the avatar is moved toward the future collision position with that
flower. The visual position of the flower in the distance and the future collision position are not the same,
as the perspective projection moves objects in the distance closer to the center of the screen. When the
gaze is upon the avatar, its opacity is reduced to enable a player to see what is behind the avatar.

The serious part of the game educates the players about flower species, who are rewarded with an in-
crease of the multiplier for their knowledge. After a certain time interval, the game state switches from
the normal game into the picture mode (Figure 6.7 (a)), in which one tag and two pictures of flowers are
presented to the player. The player shall select the picture that depicts the flower which corresponds to
the displayed tag. For each correct selection, the multiplier is increased. During this decision process,
gaze signals on the two pictures are collected. These gaze signals may provide insightful details in the
future, like which portion of the picture led the player to identify a flower’s species.

In this immersive gaze-controlled game environment, several interaction elements were included with
respect to the size, shape, and visual feedback. The photo in Figure 6.7 (b) shows the game screen for
the player inserting a nickname for the high-score table. The alphabet is displayed on the top, where the
player can scroll horizontally through the letters by fixating on a letter. The fixated letter moves toward
the center of the screen and enlarges until a dwell time is reached and the letter is selected. If the player
fixates on another letter in the meantime, the previous letter is scaled down again and not selected. At
the bottom of the screen, the player can either confirm the inputted nickname or delete the last written
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letter by selecting the respective virtual buttons. All these interface and interaction components of Schau
genau! were very well received by the participants, yielding a high usage and positive feedback.

The game has been presented in an arcade box made of wood. The box includes a height-adjustable
chair in front of a screen, which is placed behind glass. A Tobii EyeX eye-tracking device has been
attached to the lower part of the screen’s frame. For the sole purpose of starting and aborting the game,
a single red buzzer has been placed on a tray between the chair and the monitor. Nearly 3,000 completed
user sessions were recorded on a state horticulture show in Germany, which demonstrates the impact and
acceptability of gaze-controlled interaction among lay users as implemented in our interface. The control
style had a statistically significant, yet very small effect on high scores: games with avatar positioning
like with mouse emulation led to the lowest, games with indirect avatar positioning that employ the
knowledge about the flower location led to the highest scores. This is another hint about the importance
to consider gaze signals not as a replacement for mouse pointing but to treat them specifically in each
context.

6.2.4 Social Media with Eye Tracking

As of today, social media allows sharing multimedia content on a big scale with friends and strangers.
One of the biggest social networks is Twitter,3 a platform that allows users to share their opinion, to
follow the posts of other users, and to post media on a personal wall. Users may respond to entries on
another user’s personal wall and forward entries from the same on their own. Social media platformsmay
act as an open window to the world for people with motor impairments — if they can use such services.
Usually, Twitter is accessed via aWeb interface or smartphone applications. We have developed a stand-
alone Twitter application with a gaze-controlled interface [102].

The design and positioning of interaction elements are significant aspects of interfaces created for gaze
control. Unintended activation of interaction confuses users and hurts the user experience. The most
important part of Twitter is the personal wall. The personal wall contains posts from other users that the
user follows. See Figure 6.8 for our implementation of a gaze-controlled personal wall. The posts are
presented in the center of the screen, called content area. A user can select a post in the content area by
just focusing on it, e. g., while reading the contents. When a post at the bottom or top is selected, the
system scrolls the post toward the center of the view. This behavior allows intuitively to browse through
the available posts. The currently selected post is colored in dark gray, which informs the user about
the selection and connects the post to the available actions in the action bar. The action bar is placed
on the right-hand side for the content area and provides contextual actions for the selected post. This
spatial separation of content and actions allows a user to scroll through the content without triggering
unintended actions. Each selected post can be forwarded, responded to, liked, and unliked, and one can
visit the profile of the user who created the post. Actions that require textual input automatically present
a virtual keyboard for eye typing, which works with virtual buttons.

3https://twitter.com
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In addition to the personal wall from Figure 6.8, five other views can be accessed with the global nav-
igation on the top of the interface. Most views of the interface share the concept of content area and
action bar:

– Send a post

– Discover trends

– Visit own user profile

– Private messaging for direct user communication

– Search and view other profiles

To develop a gaze-controlled interface for an existing application, one needs low-level access to its func-
tionalities. Twitter offers a public representational state transfer (REST) API4 for developers to access a

4https://dev.twitter.com/rest/public
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user’s information and to submit posts and messages. For this, a user has to activate communication over
this RESTAPI,5 which is performed in our application at the first successful login.6 The API follows the
OAuth7 protocol. There are various libraries8 available to access the REST API conveniently in differ-
ent programming languages. Since our application is written in C++ language, we decided to delegate
the twitcurl9 library for all communication with the social network. The application is open-source and
available on GitHub.10

We have performed a comparative evaluation with 13 participants at the university. The experiment
was designed to compare objective and subjective user experience between using the mobile Web page
with an emulation approach and our gaze-controlled interface. The participants were asked to perform
specific tasks representing the common social media usage: to write a post and to publish it, to find
a particular user and follow another user, to find and like a certain post about a specific topic, and to
explore the application as one would do for social media browsing (5 – 10 minutes). We report that our
gaze-controlled interface is regarded as more intuitive and easier interpretable by the participants than
the emulation approach. Despite its novelty, the novel interface performs well on usability measures
and required less mental demand from the participants.

The results of the evaluation imply that interfaces designed for gaze control require tight integration of
gaze signals for a better user experience. However, it is not a scalable approach to design and develop
an extra gaze-controlled interface for each application scenario from scratch. Most interfaces designed
for gaze control share similar mechanisms, like virtual buttons, and virtual keyboards. Therefore, we
argue that there is a need for a framework to design such interfaces.

6.3 Framework for Gaze-controlled Interfaces

We have developed a framework called “eyeGUI” [135]11 that makes it easy to compose gaze-controlled
interfaces with elements that are suitable for gaze input.

Gaze-controlled Interfaces with eyeGUI To cater to the limitations of accuracy in eye-tracking
and selection issues like the Midas touch problem [89], applications that use eye tracking as an input
method primarily depend on the presentation, manipulation, visual cues, and feedback of elements in
their interface. The eyeGUI framework provides a variety of interface elements, like virtual buttons,
virtual keyboards, images, text displays, and text editors, that work effectively with gaze input and
5https://apps.twitter.com
6https://dev.twitter.com/oauth/application-only
7https://dev.twitter.com/oauth
8https://dev.twitter.com/overview/api/twitter-libraries
9https://github.com/swatkat/twitcurl
10https://github.com/MAMEM/GazeTheWeb/tree/master/Tweet
11https://github.com/raphaelmenges/eyeGUI
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allow composing interfaces for many kinds of applications. The interface elements can be grouped into
layouts and further ordered with grids, stacks, and scrollable overflows. The elements can be customized
in their size, appearance, or behavior, e. g., virtual buttons can be given an arbitrary symbol that scales
automatically when the size of the interface changes, yet the ratio of height and width of the symbol
stays the same.

All interface elements in eyeGUI are designed especially for gaze control in their size, appearance, and
interaction, e. g., virtual buttons get activated when the gaze hits them for a set dwell time, and they
shrink after triggering to provide a user with feedback about the activation [104]. A colored overlay
increasing in size works as a visual representation of the remaining dwell time until the activation. The
screenshots in Figure 6.9 (a) show the interaction with three different interaction elements from the
eyeGUI framework. On the top (i), the states of a virtual button are depicted. After the user fixates on
the virtual button, a cyan overlay fills the virtual button. When the dwell time is over, the cyan overlay
completely covers the virtual button, vanishes, and the virtual button shows a press animation. In the
second row (ii), the interaction with a virtual sensor is shown. A virtual sensor is an interaction element
that instantly reacts to gaze and spawns signals to the application. The longer the gaze lays upon the
element, the stronger the signals become. This instant interaction is useful, e. g., for smooth scrolling of
contents. The four images at the bottom (iii) show different stages of a virtual keyboard with magnifying
effect in the dwell-time-based character selection. Besides the interface elements, the framework also
offers other eye-tracking-specific features, like displaying the gaze path during operation.
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Architecture of eyeGUI The framework has been developed in C++ 11 and uses cross-platform
compatible OpenGL for rendering. Each layout and its contained elements are defined in XML files.
Furthermore, colors, sounds, dwell times, and animations can be adjusted in a style sheet. Each interface
element can be assigned classes from a style sheet and classes in a style sheet can inherit properties from
each other in a hierarchical manner. All events that are spawned from interaction elements are sent to
registered listeners, which can handle incoming events on their behalf. The listeners can be created in
the custom application environment to interact with external APIs. Eye-tracking devices would send
gaze signals to the application, which implements a receiver for the gaze signals and filters them toward
gaze data. The gaze data is then passed to the eyeGUI framework, which handles interaction and calls
events in the interface (e. g., when a virtual button is selected), and the application would react to those
interactions at calls to the registered listeners. For development purposes, the control paradigm can be
switched to mouse input to emulate gaze signals. Figure 6.9 (b) depicts the architecture of the eyeGUI
framework. The integration of eyeGUI is similar to popular OpenGL interface libraries like ImGui12

and AntTweakBar.13 A developer is free to choose how to create a window and in which way to initialize
the OpenGL context. Before the render loop is entered, the GUI object for eyeGUI must be instantiated
and an arbitrary number of layouts from XML files can be added. During the render loop, for every
frame, the most recent gaze sample is used to update the interface, which then provides feedback on
whether the input has been used by any layout. Based on that feedback, a developer can decide how to
update any custom application content. This enables developers to overlay their rendering with eyeGUI
and use the gaze signal not only to allow interaction with eyeGUI, but also with their custom creations.
All functions are accessible through a single header file with C++ functions, and the memory allocation
for displayed images and other media content is handled automatically.

The eyeGUI framework has been used by us in two gaze-controlled applications. First, we have used
eyeGUI in the gaze-controlled client to access Twitter from the previous section in this chapter. Second,
we have used eyeGUI in a gaze-controlled Web browser that is presented in the next chapter.

6.4 Web Browsing with Eye Tracking

One of the most common and most useful applications that today’s computer users access is the World
Wide Web. Access to the Web is limited for people with various kinds of disabilities, which might be
caused by disease, accident, or due to aging [76]. Although standards are a noteworthy component of the
overall effort towards universal accessibility, e. g., the W3C Web Accessibility Initiative,14 the reality
is that the majority of Web pages are not developed with accessibility in mind. The current state of
accessibility support on the World Wide Web requires tools that can handle all Web pages, regardless of
structure or adherence to accessibility standards.

12https://github.com/ocornut/imgui
13http://anttweakbar.sourceforge.net
14http://www.w3.org/WAI
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Accessible Web Browsing

Various approaches and software were proposed to enhance Web accessibility. The concept of non-
visual browsers was studied for the benefit of people with visual impairment. “CSurf” [128] was a
non-visual browser, which extracted relevant information from aWeb page and outputted it via an audio
screen reader. Jensen and Øvad [90] proposed to embed a sign language dictionary in a browser to
optimize Web accessibility for people with hearing impairment. “Firefixia” [157] was an accessibility
Web browser toolbar that adapted the presentation of Web content to support people with dyslexia. The
“Web Trek” [44] browser utilized multimedia, like an image-tile-based search engine, to provide Web
access for people with cognitive disabilities.

One population of users for whom the Web is especially important are those with motor disabilities,
because an accessible Web may enable them to do things that they might not otherwise be able to do:
shopping, getting an education, or running a business. In that regard, voice-enabledWeb browsers [3] or
Web browser addons like “HandsFreeChrome”15 might provide people with motor impairment an option
to interact with theWeb using voice input commands. However, voice input suffers from recognition and
privacy issues. Moreover, most people with motor impairments, including cerebral palsy, amyotrophic
lateral sclerosis (ALS), brain stem strokes, and certain spinal cord injuries, have also impaired speech,
leaving fewer options for communication. In this regard, a single switch, albeit being a low bandwidth
input device, is a widely used control device due to its simplicity and economy. There were several
browser extensions and approaches [74, 131, 172] to supportWeb navigation through single switch input.
These approaches either simulated the “tabbing” action on a keyboard and scanned through interaction
elements at a time interval, or they were based on the extraction of all hyperlinks to create a separated
list of the hyperlinks with selection through linear or incremental search. There were also Web browsers
controlled by brain-computer interfaces for people who are completely paralyzed [19, 94]. However,
the interaction was limited, extremely slow, and error-prone.

Gaze-controlled Web Browsing

Eye tracking has emerged as a non-intrusive way of interaction [89] and can provide an effective modal-
ity to enhance Web accessibility for people with motor impairment. For some users, gaze might be the
most suitable channel for communication. For example, for people at the advanced stages of ALS, eye
muscles are often among the last to deteriorate.16 We identify two directions to integrate eye tracking
and the Web environment. Either one can bring eye tracking into the Web environment, or vice versa.

Bringing Eye Tracking into the Web Environment One prominent approach is to make gaze
available in the Web environment, enriching the interaction means and augment the experience of users.
15https://www.handsfreechrome.com
16https://www.sciencedaily.com/releases/2017/01/170126093252.htm, accessed on 31st May 2020.
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The “Text 2.0” framework [21] by Biedert et al. offered a Web browser plug-in that allowed gaze-
responsive Web pages, enhancing the traditional mouse-based interaction. The gaze-based interaction
could be implemented by Web developers through a novel set of event handlers for Web page elements,
e. g., onFixation, onGazeOver, and onRead. Wassermann et al. [192] built upon this concept and
proposed a browser-independent framework to bring eye tracking into the Web environment. They de-
scribed a native client to communicate with an eye-tracking device. The Web environment received
generic gaze data from the native client via the Web socket standard and spawned corresponding events
on elements of a Web page, utilizing the widespread jQuery library. The software allowed using vari-
ous eye-tracking devices to capture gaze signals and the interpretation on a Web page within any Web
browser that implemented the required Web standards. Wassermann et al. showed the practicality of
their approach with the integration of gaze in an online eLearning platform. The inclusion of gaze signals
allowed the eLearning platform to provide a user meaningful feedback on the relationships between dif-
ferent elements, to provide hints about information a user may have missed, and to integrate elaborated
psychological studies. Although it is a pertinent guideline for Web developers to include gaze-based
interactions in their application, the proposed mechanisms did not resolve the problem of browsing the
current Web with gaze-controlled interactions. Hence, there is a need for introspection methodology to
identify interaction elements automatically, so that the interaction can be adapted for gaze control.

Bringing the Web into the Eye-Tracking Environment To enhance Web accessibility with eye
tracking, there have been a few approaches to allow gaze-based interaction for certain actions like hyper-
link navigation and scrolling. Abe et al. [2] demonstrated a custom eye-tracking environment to control
a limited number of Web browser functionalities. “WeyeB” [154] was a browser prototype that imple-
mented hyperlink navigation via eye gestures and scrolling through virtual buttons. Lutteroth et al. [123]
proposed a method for hyperlink navigation based on color-coding of hyperlinks and off-screen color
panels, which could be looked at for selection of a respectively colored hyperlink.

All mentioned approaches did neither investigate the extraction of complex interaction elements in the
Web environment like text inputs, select fields, or videos, nor their adaptation for effective gaze-based
interaction. Moreover, their limited adaptation for gaze input worked exclusively for non-dynamic Web
pages, as they only initially parsed a Web page for interaction elements. Hence, their approaches lack
the design and functionality to work for the modern Web environment with changing contents on a
Web page. Thus, we need to better understand the semantics of interfaces in the Web to design better
interactions with eye tracking.

6.5 Interface Semantics

We define interface semantics as the position, size, and type of elements on a Web page in terms of
which kind of information they present and how a user can interact with them.
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Adaptation of Interfaces using Interface Semantics

Numerous approaches adapt interfaces to account for varying means of input by utilizing the knowledge
about the interface semantics. Considering the ubiquity of mouse pointing in computer applications,
researchers developed techniques to improve the pointing performance of users by considering the in-
terface semantics. Many interfaces resized pointing targets to enhance the spatial accuracy of pointing.
The “Bubble Cursor” [72, 65] employed interface semantics to dynamically resize the activation area
and to let the cursor snap to the nearest target. Blanch et al. [22] decoupled visual space and motor
space of an interface to improve pointing performance. They adapted the pointer speed to the underly-
ing interface elements to make it easier to select plausible options, to make it more difficult to select less
plausible options, and to scale the interface elements in visual space according to the information they
convey.

Besides the improvement of pointing performance, there were approaches to adapt general interface
characteristics for non-conventional input devices. Wang and Mankoff [190] provided support for arbi-
trary mappings between input methods. They described an abstract layer between input and applications
and defined a mathematical model to map between different input methods according to their informa-
tion throughput. The mappings were not inherently context-aware, as they did not integrate a retrieval of
the underlying interface semantics. In contrast, the “XWeb project” [150] provided dynamic adaptation
for a variety of applications and worked across several different input methods, including mouse and
keyboard, pen, laser pointer, and voice. For this purpose, XWeb contained an interface specification
language that allowed the adaptation of input methods. XWeb therefore only worked with interfaces
written using the XWeb language. Analogously, Carter et al. [34] proposed a tool that automatically
modified desktop applications whose interfaces were based on the Java Swing toolkit, to accommodate
a variety of input methods, like pointers, keyboards, switches, or voice. Conceptually, they divided the
user interaction into navigation actions – to select an interaction element among the available ones –
and control actions – to select an option within the interaction element – and then adapted both indepen-
dently. For example, in the case of keyboard-only input, they replaced a list with an interaction element
that suggested available list items, based on the entered text. For switch input, they replaced a text field
with an interaction element that allowed a user to select characters one at a time. They suggested a
lookup table to augment or replace interaction elements according to the available input methods with
interaction elements offering the more suitable interaction.

The discussed approaches expected that users can perceive the interface and inspect options with their
eyes while using an input device (mouse, keyboard, touch, or switch) in parallel. The approaches as-
sumed that users could scan the available elements and options and that users observed the effect of
an input method while the interaction took place. However, this assumption is not valid for unimodal
gaze-based interaction, because the eyes of a user are performing a double duty [125]. The eyes of a
user are overloaded with both perception or inspection and selection of an option. Improving the user
experience for gaze-based interaction requires consideration of specific characteristics and challenges
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of eye tracking. However, none of the above-mentioned approaches investigate how the knowledge of
interface semantics could help overcome these challenges. In this thesis, we aim to reduce the interac-
tion and visual overhead for gaze input and propose how the interface semantics of existing application
interfaces could help to achieve this goal. The past approaches either took the knowledge about the
interface semantics as granted or required an interface to be written in a specific language. However,
we want to retrieve the interface semantics from the existing environment of the Web.

Methods for Interface Introspection

The interface semantics can be retrieved using various introspection methods. Introspection is a means
to observe, monitor, and reflect. It plays a key role in many different fields such as psychology [98],
sociology [33], and computer science [5]. In computer science, the term introspection relates to the
tracking of objects and their properties such as type, location, and status within a known environment.
In software engineering, introspection of programming components [124] allows for adapting modules
to achieve more robust behavior, such as fault tolerance [174, 31]. In human-computer interaction, in-
trospection of interface objects permits the adaptation of interaction elements to enhance the experience
of users [177]. There are various approaches to introspect interface elements for a personalized and
context-aware adaptation of interfaces, based on individual profiles and interests [4, 67]. In this thesis,
we focus on how interface introspection can provide the interface semantics from Web pages and help
to adapt interaction for the specific input method of eye tracking.

For desktop applications, there are several ways to obtain element-related information and to interact
with interaction elements in interfaces from dedicated accessibility APIs [40, 177]. Apple has defined
a universal access APIs for its Carbon and Cocoa toolkits.17 Similarly, Microsoft provides the Active
Accessibility18 and System.Windows.Automation frameworks, and the XWindow System offers an As-
sistive Technology Service Provider Interface (AT-SPI), which is supported by GTK+, Java/Swing, the
Mozilla suite, StarOffice/ OpenOffice.org, Qt, and provides a toolkit-neutral way for accessibility ser-
vices. Most of these APIs can query attributes like position, size, type, and state of interaction elements
in an interface — and allow for interaction with the exposed elements. Furthermore, there have been
generic approaches to retrieve interface semantics from the visual appearance of an interface by inter-
preting the pixel patterns on the screen [50, 51]. But the interpretation is error-prone and works only on
a limited number of interface designs.

For the Web environment, retrieval, classification, and tracking of interaction elements is the basis that
allows us to adapt the interaction with Web pages for eye tracking as an input method. Approaches of
parsing the initial HTML structure of aWeb page are not enough, as the adaptation needs to be revised as
the Web page interface may change dynamically its contents, layout, and visibility of elements. Thus, it

17https://developer.apple.com/documentation/applicationservices/carbon_accessibility
18https://www.microsoft.com/en-us/accessibility
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is necessary to let the Web browser extract the interaction-relevant elements of a Web page and observe
changes in their properties. However, the introspection of elements in combination with the dynamics
of Web pages was not yet reflected in Web page data extraction research, which is mostly focused on
pure content extraction [35, 193]. Even recent works only described methods that allow for observation
of preselected, dynamic elements [27, 114].

We suggest using the knowledge about the interface semantics, i. e., the interaction elements, to integrate
interactionmodes that are suitable for gaze-controlled interactionwith the respective interaction element.
Before we discuss and apply our approach of an efficient introspection method, we need to understand
the shortcomings of the existing approach of emulating mouse and keyboard using gaze signals.

6.6 Emulation Approach

Eye tracking as an input method can break interaction barriers and improve the quality of life for people
with a disability that is limiting their interaction through traditional input devices in the digital environ-
ment. Remote eye-tracking systems establish a non-intrusive communication channel between a user
and a computer. Thus, digital accessibility for users with reduced mobility can be improved, and gaze
control may also assist users in daily life situations where they cannot use their hands [130]. However,
most interfaces are not designed to be controlled with eye-tracking devices, which provide gaze data
with limited accuracy. Furthermore, gaze control requires unconventional selection techniques [108] to
distinguish between perception and inspection behavior or a selection intention of a user.

Methods for better pointing and typing with gaze are an imperative aspect of research about interaction
with eye tracking. Eye pointing and eye typing can be easily combined into emulation software that can
emit mouse and keyboard events. Emulation software can provide people with motor impairment an
opportunity to control a broad set of computer applications.

Concept of the Emulation Approach

A common approach to employ gaze as a communication channel for controlling application inter-
faces is to emulate mouse and keyboard devices through an additional command-translation layer. The
command-translation layer is implemented as a graphical emulation panel, which contains virtual but-
tons. The emulation approach senses fixations on those virtual buttons that exceed a certain dwell time
to emit mouse and keyboard events. The virtual buttons are sized such that they can be conveniently
selected with gaze. Pointing within the traditional interface of the controlled application is based on
magnification to compensate for the accuracy limitations of eye tracking. This allows for an indirect
control of application interfaces through gaze via the command-translation layer — in contrast to di-
rect gaze control. The approach has existed for several years, e. g., the “Eye-gaze Response Interface
Computer Aid” (ERICA) software [116] was incepted in 1983 and included gaze-control mechanisms,
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featuring mouse and keyboard emulation at the operating system level. More recent work on gaze-based
computer access uses the same approach with integrating mouse and keyboard functions [200]. Today’s
commercial eye-tracking systems like Tobii DynavoxWindows Control19 or Visual Interaction myGaze
Power20 incorporate similar mechanisms. See Figure 6.10 for examples of commercial eye-tracking sys-
tems as sold by commercial companies. Recently, Microsoft has even integrated gaze-controlled mouse
and keyboard emulation into the Windows 10 operating system.21 Moreover, there exist open-source
alternatives, like OptiKey [179], which work effectively with affordable eye-tracking devices available
on the market.

U�V hQ#BB qBM/Qrb *QMi`QH (8e) U#V oBbm�H AMi2`�+iBQM Kv:�x2 SQr2` (dy)
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Function of the Emulation Approach

We explain the function of the emulation approach by using the example of controlling a Web browser
application, as visualized in Figure 6.11: A remote eye-tracking device captures the gaze of a user (1)
and transfers the observations as gaze signals to the emulation software. Real-time filtering is applied
to the gaze signals to compensate for issues with precision (2). An emulation panel is rendered to an
extra window on the screen (3). The emulation panel is presented to the user (4) next to the window

19https://www.tobiidynavox.com/software/windows-software/windows-control
20http://www.mygaze.com/products/assistive-products/mygaze-power
21https://support.microsoft.com/en-us/help/4043921/windows-10-get-started-eye-control
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of the Web browser application interface. The virtual buttons in the emulation panel are grouped by
the input device they can emulate, for instance, OptiKey [179] offers one emulation panel for mouse
emulation and another emulation panel for keyboard emulation. Selections of virtual buttons in the
emulation panels are translated to mouse events in the mouse emulation panel or keyboard events in the
keyboard emulation panel (5). Because the screen space is limited, it is not feasible to put all available
emulation functionalities associated with individual virtual buttons, which are sized to account for the
limited accuracy of eye-tracking systems, into a single emulation panel or to display all emulation panels
at once. Switching between the emulation panels is achieved through a separate virtual button. TheWeb
browser receives the emitted events as if they were originating from a physical device and the application
acts like controlled by the conventional input method (6) for both Web page (a) and Web browser (b)
access through the original application interface.

Problems of the Emulation Approach

Figure 6.12 shows a Web search task accomplished with the emulation approach that requires several
clicking, scrolling, and typing efforts from a user. We identify two central problems of input action
overhead and inspection overhead with the user experience of the emulation approach.
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Input Action Overhead The emulation approach does not serve automatically an appropriate inter-
action mode. A user needs to cognitively map each interaction element in an application interface onto
the most appropriate emulation panel. For example, a user first needs to click on the text input to type
into (1), and then switch to the panel for emulation of the keyboard (2). This is a cognitively demanding
task, especially for a person with motor impairment, who may have never used a mouse or a keyboard.
In general, requiring a user to decide between two modes that emulate two different devices leads to
high memory load [84] and negatively impacts the user experience. Furthermore, switching between
the emulation panels introduces additional input actions, extending inspection and selection efforts.

Inspection Overhead Both the application interface and emulation panel are placed on separate
screen areas and there is no feedback from the application to the emulation. For an input action, a user
must shift her attention toward the window with the emulation panel to inspect which input event to
perform. Once a user has selected a virtual button in the emulation panel to cause an event, she must
switch the visual attention back onto the application interface to inspect the effect on the application,
and back again to the emulation panel when further input actions are required. For example, in a Web
browser application controlled through the emulation approach, each time a user initiates a scroll down or
scroll up command, she needs to check the effect on the Web page within the Web browser viewport (4).
The additional perceptual and cognitive load caused by shifting the focus and repeated scanning of the
environment [129, 87] detriments the user experience.

Users do not use pointing and typing in isolation and the acceptance of technology primarily depends
on how these atomic interactions let users interact with applications through their interfaces as a whole.
The emulation approach acts as a command-translation layer between the eye-tracking environment
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and interfaces that expect events from traditional input devices. A user must first imagine which event
from the physical input device the interface expects and then employ the command-translation layer for
emulating the corresponding input device accordingly. Moreover, the usability of emulation approaches
has only been assessed based on the accomplishment of atomic interactions or the subjective assessment
of the eye-tracking input method against other input means.

6.7 Conclusion

Eye tracking has been explored as an input method for interaction in various application domains. How-
ever, most interfaces that have been designed for gaze control are research prototypes with limited func-
tionality. Those prototypes are not useful for end-users, especially for the target group of people with
motor impairment. They use eye tracking primarily with an emulation approach, to replicate the func-
tionality of mouse and keyboard devices. But the emulation approach induces issues in user experience
because of input action overhead and inspection overhead. It is important to explore how gaze-based
interaction can instead follow the principles of user-centered design, providing a better user experience
for end-users.
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CHAPTER 7
Adaptation of a Web Page Interface for
Gaze-based Interaction

In this chapter, we adapt the interface of Web pages and design a Web browser for better gaze-based
interaction. First, we discuss how the knowledge about the interface semantics can be utilized to im-
prove the user experience in Section 7.1. Second, we suggest to retrieve, classify, and track interface
semantics, i. e., interaction elements, in an efficient way for dynamicWeb pages through introspection in
Section 7.2. Third, we demonstrate how we adapt the interface of Web pages and design a Web browser
for eye tracking as the input method in Section 7.3. For this, we augment interaction elements on Web
pages with gaze-sensitive icons. These gaze-sensitive icons can provide interaction modes upon the
selection that are convenient to operate with gaze.

7.1 Propositions for Improved User Experience

In every application scenario, user interaction with an interface involves potentially multiple input ac-
tions to complete a task or attain the information needed. In gaze-based interaction, eyes perform input
actions that inherently require multiple sequential inspections and selection efforts. The emulation ap-
proach overloads this effort on top because additional input actions and inspections are required from
users to map the emulation context with the interface semantics. This invariably affects the primary
measures of user experience, i. e., task completion time, usability, and workload. In this thesis, we ar-
gue for seamless integration of gaze input in the application ecosystem, i. e., a deeper integration of gaze
signals and interface elements to reduce the number of input actions and the inspection overhead.

Reduction of the Input Action Overhead

The common design principle of “minimal input actions” [169] states that a function should be reach-
able with as few input actions as possible. However, the emulation approach imposes an overhead of
input actions, for example by demanding a user to switch between emulation panels according to the
required events. The switching does not only contribute to higher task completion time but also makes
the interaction more tedious for a user, as a selection is usually performed via dwell time or eye gestures.
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We argue that the input action overhead could be reduced by lessening the interpretation gap between
the user intention and the interaction elements. In this regard, we propose to utilize knowledge about
interface semantics to associate the functionality of an interaction element with suitable gaze-based in-
teraction. For example, interaction with a hyperlink on aWeb page could be associated with a left mouse
click event, whereas the interaction with a text input would be associated with a virtual keyboard for eye
typing. More sophisticated optimizations could be achieved, e. g., if text input is designed for password
entry, a gaze-based text entry interface for secure password entry might be instantiated [105].

Reduction of the Inspection Overhead

For the required input actions, an inherent part of interaction by a user is to visually inspect the interface.
A user needs to assess which interaction element to select, before a selection, and to inspect the effect
of the selection on the application, afterward.

Reduction of the Pre-select Inspection The design guideline “recognition than recall” [145]
argues that a user should not be expected to remember the functionality of an interface, but to recognize
the functionality through an intuitive design. This issue is even more relevant in gaze-based interac-
tion due to the dual roles of the eyes for inspection and selection. In dwell-time-based selection, a slow
inspection might cause an unintentional selection and discomfort to a user. Thus, it is imperative to min-
imize the time needed for visual search within a gaze-controlled interface. Understanding the semantics
of interaction elements, we may reduce the time needed for visual search during the inspection before a
selection. For example, we may augment interaction elements with visual indicators, to provide a user
with a clue about the kind of interaction that is to be expected with an element, and to allow in-place
interaction with the element.

Reduction of the Post-select Inspection The design principle “visibility of system status” [169]
advises making the status of a computer application easy to perceive by a user. But the emulation ap-
proach divides the screen space between the emulation panel and the application interface. After issuing
an event in the emulation panel through a selection, a user must shift her attention to the application in-
terface and inspect the effect of the event there. The knowledge about the interface semantics however
allows for providing in situ feedback about selections and may thus help to curb the number of attention
shifts while reducing cognitive load in controlling an interface with gaze input. For example, we can
retrieve the scroll offset of a document and provide feedback about the scrolling in a relevant position
on the screen, where a user may proceed or finish with scrolling.

For the realization of the propositions in the Web environment, we require the interface semantics of
Web pages and access to the Web browser functionalities.
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7.2 Retrieval of Interface Semantics in the Web

Introspection of a potential dynamic Web page needs to work efficiently at run-time on the entire DOM
tree, to track changes in appearance and functionality of a Web page interface. The DOM standard fea-
tures the Mutation Observer [71], which is a mechanism to track changes to the DOM tree and DOM
node properties. The Mutation Observer is available in the Web engines of current browsers1 and al-
lows for efficient tracking of changes in dynamic Web pages — independently of the operating system
and the Web engine. We inject a JavaScript snippet including a Mutation Observer instance into the
document.body node of the DOM tree every time a Web page is loaded. The Mutation Observer re-
ceives records about the creation, update, or removal of DOMnodes and properties within the DOM tree.
An example from our implementation is depicted in Figure 7.1, where a Mutation Observer retrieves,
classifies, and tracks a newly attached text input and stores information like visibility, size, position, id,
and textual content in a list dedicated to capturing such information about all interaction elements.
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We perform a rule-based classification process, based on the tag, the type, and the role property assigned
to a DOM node by the attributes of the HTML element. Figure 7.2 summarizes the classification process
we have implemented. For example, an element <input type="search"/> from the HTML code is

1Check compatibility of differentWeb browsers with theMutation Observer at the bottom: https://developer.mozilla.
org/en-US/docs/Web/API/MutationObserver
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mapped onto a DOM node that expects textual input from the user; thus, the element is classified as
text input interaction element. In contrast, an element defined as <input type="submit"/> is treated
as hyperlink interaction element. The classification of DOM nodes in interaction elements and their
adaptation for gaze input is extensible for further combinations of properties and DOM nodes, like audio
tags, radio buttons, or text fields for password entries.
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The current DOM standard comprising the Mutation Observer comes with the limitation that the Muta-
tion Observer cannot track changes of computed styles. Computed styles are style properties of a DOM
node that are not defined by the DOM node itself but adopted from a property defined by parent DOM
nodes. For example, a container element, which is not classified to be an interaction element and, hence
is not tracked, changes its visibility property. The change in visibility may also affect the observed
descendant nodes, e. g., an interaction element that is text input. The current DOM standard does not
foresee that the Mutation Observer is notified about such a change of visibility. One might attempt
to observe all DOM nodes of the DOM tree and estimate the impact of changes on descendant DOM
nodes. However, observing the complete DOM tree is slow on complex Web pages, and replicating the
behavior of the styling mechanism is a hard task. Therefore, we perform a frequent poll of the proper-
ties of interaction elements during run time and regularly check for changes. Polling can be limited to
interaction elements deemed suitable for adaptation to gaze-based interaction because the creation and
removal of DOM nodes are fully observable by the Mutation Observer itself.

Besides the Web page content from the <body> element, we also extract meta-information from the
<head> element of a Web page document and retrieve status information through the utilized Web en-
gine. The acquired data, e. g., the title and URL, the favicon, the area extent of a Web page, and the
current scroll offset, is imperative to adapt not only the interaction within the space of a Web page but
with a Web browser interface in general. We retrieve the browser control functionalities from the Web
engine to load a Web page from a URL, to scroll a Web page in the viewport, and to adjust the zoom
level. We make the general Web browser functionalities available through the gaze-controlled interface.
Thus, we use the page meta-information for a better user experience in operating those general Web
browsing functionalities.

The proposed methodology for introspection can be implemented on Web engines that follow the DOM
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standard, however, the gaze adaptation itself requires custom interface components, e. g., for the aug-
mentation by gaze-sensitive icons and the integration of the eye-tracking environment into the Web
browser, like a virtual keyboard for eye typing.

7.3 Adaptation of an Web Page Interface for Gaze Input

In this thesis, we use introspection to retrieve the interface semantics and to adapt interaction for eye
tracking as the input method, which has not been explored before. We call such an interface a gaze-
adapted interface. The Web standard offers various types of interaction elements on a Web page and the
means of interaction varies for these elements. First, we consider complex interaction elements that offer
multiple options of interaction, e. g., text inputs, select fields, or videos. Second, we consider simple
interaction elements that offer a single option for interaction and are more frequently found in Web
pages compared to complex interaction elements, e. g., hyperlinks or checkboxes. Third, we consider
the interaction with the Web browser to scroll a Web page within the viewport, to change the URL, to
mark and to choose a bookmark, or to manage tabs.

Adaptation of Complex Interaction Elements

Figure 7.3 shows an example of complex interaction elements (marked as (a), (b), and (c)) on a Web
page.2 We augment these complex elements with gaze-sensitive icons, to adapt the interaction based
on their attribute properties such as size, position, and type. For a gaze-sensitive icon, the positioning
is determined by the position and size of its associated interaction element on the Web page; the ap-
pearance and interaction mode is determined by the type of interaction element as classified according
to Figure 7.2. These gaze-sensitive icons enhance the user experience as follows. First, the size of
gaze-sensitive icons allows for an accurate selection via eye tracking. Second, each gaze-sensitive icon
features a symbol to provide the user a visual cue about the type of the associated interaction element.
Both, the spatial relation of the gaze-sensitive icons to the associated Web page contents and the symbol
itself, potentially reduce the pre-select inspection time. Third, a selection of a gaze-sensitive icon sum-
mons the most appropriate interaction mode for the specific type of interaction element, as depicted in
Figure 7.4. This reduces the overhead in input actions in comparison to the emulation approach because
individual type recognition and switching between different emulation panels are not required. We de-
scribe the adapted complex interaction elements and their associated gaze-controlled interface modes in
the following:

(a) Text input is a Web page interaction element that allows a user to insert text for a search query,

2A video entry on theMSNWeb portal has been used as running examples in this section. TheWeb page could be reached un-
der the following URL: https://www.msn.com/en-us/news/video/roaring-crowds-greet-new-royal-baby/
vi-AAweZlk, accessed on 27th April 2018.
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information transactions like filling a form or sending a chat message. In conventional interaction, text
insertion is performed via a physical keyboard. However, in gaze-based interaction, sophisticated eye-
typing methods are required to translate gaze signals into keystrokes. Most of the eye-typing methods
display each character of the alphabet as a virtual button. Therefore, each keystroke can be interpreted
as an interaction option, which makes text input a complex interaction. We provide the user with an
interface mode featuring a virtual keyboard for eye typing, including the option to directly submit a
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query without any additional selection on the Web page. Other semantics of a text input can be queried
for further optimizations of the virtual keyboard, e. g., to automatically provide a discrete and secure
way to insert passwords or to determine the expected language to support a user in the typing task.

(b) A select field is a Web page interaction element that allows a user to select among predefined op-
tions, like date of birth, filters of search results, or localization. The select field offers multiple options
for a user to choose from, and, hence we categorize the select field as a complex interaction element.
We present the available options in an interface mode with virtual buttons associated with each option,
allowing for a convenient gaze-based interaction. If the number of options extends beyond the verti-
cal screen space, the currently inspected option is vertically moved to the center of the screen and the
interface mode automatically reveals further options in the direction of movement through scrolling.

(c) A video is a Web page interaction element that embeds video content into a Web page. Videos of-
fer multiple options for control, e. g., play, pause, or skip, which makes the video element a complex
interaction element in our definition. Videos are especially cumbersome to interact with a gaze-based
emulation approach, as the controls of a video on a Web page usually disappear when no mouse move-
ment is detected over the video. However, mousemovement in the emulation approach is only inherently
performed through positioning the mouse cursor to emulate a mouse click event. Instead, we suggest
a gaze-controlled interface mode that shows the video instead of the Web page and features associated
virtual buttons to control the video.

The interaction with the above-listed complex interaction elements has been gaze-adapted for the scope
of our studies, however, adaptation is not limited to text inputs, select fields, and videos. Similarly,
interface semantics about less common but standardized interaction elements like sliders or audio might
be defined and their interaction adapted with dedicated gaze-controlled interface modes.

Adaptation of Simple Interaction Elements

In the Web browsing scenario, users face a high number of interaction elements with a single means of
interaction, like hyperlinks or checkboxes. Contrary to the complex interaction elements, which might
have to be handled in various ways depending on their exact type, these elements are generalizable to
the same type of interaction, i. e., a click to navigate to a hyperlink or a click to toggle a check box.
Hence, a dedicated gaze-sensitive icon is not required for each of these simple interaction elements.
Furthermore, gaze-sensitive icons for gaze control need to occupy a minimum amount of screen space
to account for accuracy limitations in eye tracking. A gaze-sensitive icon for each hyperlink or check box
would lead to overlapping gaze-sensitive icons and therefore to ambiguous interpretation of gaze signals.
We inherently associate all simple interaction elements with a click mode for gaze-based pointing. A
user can activate the click mode by selecting the virtual button with the “finger-pointing” symbol in
the right panel, see Figure 7.3. The click mode is implemented as a multi-step magnification of the
Web page, to allow for an accurate selection among all candidate simple interaction elements [16].
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Knowing the position of these elements provides the possibility of dynamic adjustments to deal with the
limited accuracy of gaze estimation, i. e., a hyperlink can be selected in the near vicinity of a user’s gaze
coordinates.

6B;m`2 dX8, *HB+F KQ/2 7Q` BMi2`�+iBQM rBi? i?2 bBKTH2 BMi2`�+iBQM 2H2K2MibX h?2 bBKTH2 BMi2`�+iBQM
2H2K2Mib QM � q2# T�;2 �`2 ?B;?HB;?i2/ �M/ � `2/ 7Q+mb TQBMi Bb /BbTH�v2/ Qp2` i?2B` +2Mi2`X

Moreover, minimalistic user interface design as of today, e. g., Google Material design,3 often does not
visually hint at simple interaction events like hyperlinks or Web page buttons through visual indicators
like embossing or shadows. Users who use a mouse as a pointing device may observe the change from
a “mouse pointer” to a “finger pointer” when hovering with the cursor over simple interaction elements
at inspection. Our approach removes this prerequisite of hovering by highlighting the simple interaction
elements in the click mode, see Figure 7.5. Furthermore, we overlay each simple interaction element
with a focus point [106], rendered as a red dot in the center of a simple interaction element as displayed.
The focus points support a user in the gaze-based selection process, as otherwise users tend to roam their
gaze within a highlighted interaction element. Eye-tracking system then might be not able to detect a
stable fixation, which is required for the selection. Both, highlighting and focus points, reduce the pre-
select inspection overhead in comparison to the emulation approach. In addition, we provide local visual
feedback about the issued selection by displaying a circular wave that collapses at the location of the
selected simple interaction element. The visual feedback allows for fast post-select inspection of the
selection without requiring a shift in attention.

3https://material.io/design
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We argue that the described adaptation of complex and simple elements can enhance the user experience
compared to an emulation approach. To showcase this, we revisit the sequence of input actions for a
Web search scenario in the emulation approach (Figure 6.12 on page 112) with a corresponding improved
sequence of input actions through the proposed adaptations in Figure 7.6.
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Design of the Web Browser Interface

We do not only consider the Web page proper, but we have also improve the user experience with a Web
browser using gaze input in general. Kellar et al. [95] have examined user behavior inWeb browsing and
classifyWeb browsing functionality into two categories: “within-task-session” and “new-task-session.”
They have defined within-task-session as the Web browser functionality used while a user works on a
task, e. g., a Web search or shopping. In contrast, new-task-session functionality is primarily used by
a user at the beginning of a task. This categorization has been incorporated into our main interface
modes:

(a) The primary interface mode, as shown in Figure 7.7, contains the within-task-session functionalities.
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The interface presents theWeb page with the augmented complex interaction elements inside a viewport
in the center of the screen. There are two panels on both sides of the viewport to support interactions
within a browsing session through the selection of virtual buttons, e. g., to activate click mode to select
simple interaction elements, to go back to the previous page and forward to the next page, or to scroll
directly to the top of the current page. Additional virtual sensors from the eyeGUI framework (see
Section 6.3) are overlaid on the top and the bottom of the Web page viewport to support scrolling of
the Web page within the viewport. Virtual sensors do not require a dwell time but react instantly to a
fixation, which allows for smooth scrolling of theWeb page in the viewport. The virtual sensors are only
displayed if scrolling into the according to direction is available, e. g., when the Web page is scrolled to
the top, the virtual sensor for scrolling upwards is hidden. The placement of the scrolling functionality
within the Web page viewport reduces the pre-select inspection overhead for a user. Vertical fillings of
the virtual sensors indicate the current scrolling status of the Web page. This in situ feedback about the
scrolling status reduces post-select overhead, as a user can solely focus on the virtual sensors to scroll
until the desired scroll offset is reached.

(b) The secondary interface mode, as shown in Figure 7.8, contains new-task-session functionalities.
This includes functionalities to enter a URL, mark or choose bookmarks, and manage tabs. We enrich
the secondary interface with information about the current Web page, like URL, title, and a preview of
the viewport content. The presented information supports a user in selecting whether to load another
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page or to change to another tab. The explicit exposure of functionalities through virtual buttons in the
interface of the application reduces the count of required input actions and the inspection overhead, in
comparison to the emulation approach.

We implemented the gaze-controlled Web browser, named “GazeTheWeb” [134],4 using the Chromium
Embedded Framework (CEF)5 as Web engine and the eyeGUI framework [135] for the interface.

7.4 Conclusion

Following our propositions for improved user experience, we use the knowledge about the interface
semantics in general and the interaction elements in specifics to adapt Web page interfaces and design
a Web browser for gaze as input. Next, we need to evaluate whether the user experience is better in
comparison to the emulation approach, whether the gaze-based interaction works for people with motor
impairment, and whether the introspection and adaptation work for real-world Web usage. We think it
is imperative to investigate how the gaze-based interaction impacts the user experience in terms of both,
objective user performance in task execution and subjective usability and workload impressions.

4https://github.com/MAMEM/GazeTheWeb/tree/master/Browse
5https://bitbucket.org/chromiumembedded/cef
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CHAPTER 8
Assessment of User Experience in
Gaze-based Interaction

In this chapter, we propose and execute a methodology to assess the user experience in gaze-based in-
teraction. There is a need to move beyond the concept of eye tracking being a useful input method, to be
usable on a daily basis. This would lead to eye tracking being more acceptable as an interaction technol-
ogy for end-users. We specifically evaluate the widespread feasibility of GazeTheWeb in adapting Web
pages for gaze input. We assess its usability in handling dynamic Web pages with complex interaction
elements and supporting everyday browsing tasks of end-users from the target user group, i. e., people
with motor impairment. Hence, we come up with the following four hypotheses:

– (H1) Speed: Interaction with a gaze-adapted interface is faster than using the emulation of mouse
and keyboard with eye tracking as the input method.

– (H2) Usability: Interaction with a gaze-adapted interface is more usable than using the emulation
of mouse and keyboard with eye tracking as the input method.

– (H3) Accessibility: Gaze-adapted interfaces can be controlled by people with motor impairment
with similar effectiveness as by people without motor impairment.

– (H4) Scalability: The method of retrieval, classification, tracking, and adaption of interaction
elements on Web pages using a Mutation Observer works reliably for real-world Web pages.

First, our focus is to quantify how GazeTheWeb performs in comparison to an emulation approach in
Section 8.1. We report a task-focused lab study on a simplistic search andWikipedia browsing scenario,
in which both GazeTheWeb and the emulation approach would be functional. Second, we aim to assess
the feasibility of GazeTheWeb in the handling of dynamicWeb pages with complex interaction elements
and supporting everyday browsing tasks of users. For a realistic assessment, we primarily involved
target users of gaze assistive technology to test the feasibility of GazeTheWeb, i. e., people with a motor
impairment who would benefit from gaze-based interaction [101]. We conducted a controlled lab study
to investigate if the users can accomplish the daily browsing activities such as communication (writing
an E-mail, posting on social media), content creation (editing a photo), and entertainment (watching
videos) using GazeTheWeb. We report the study in Section 8.2. Third, we have evaluated the overall
feasibility of GazeTheWeb in a field study, installing GazeTheWeb at the home of participants for one
month. We report the study in Section 8.3.
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All three studies have been executed as part of the MAMEM research project.1 The MAMEM project’s
goal has been to integrate people with motor disabilities back into society by enabling them to interact
with computers using multimodal interaction channels.

8.1 Comparison of a Gaze-adapted Interface with Emulation

The goal of our first evaluation is to assess whether the implementation of the propositions in
GazeTheWeb improves the user experience in comparison to the emulation approach. Therefore, we
have conducted a lab study to evaluate GazeTheWeb against a state-of-the-art emulation approach, i. e.,
the comparative evaluationwas awithin-subjects designwith the controlmethod as themain independent
variable including two levels: direct gaze control (GazeTheWeb) versus indirect gaze control (OptiKey
with Google Chrome). We used OptiKey [179] as an instance of the emulation approach to control the
popular Google Chrome browser.2 OptiKey has received high praise in recent years as a tool to assist
gaze-based computer access.3,4 OptiKey has also been used at MIT5 for supporting people with motor
disabilities in computer access. You can find a detailed description of the gaze-based interaction with
OptiKey in Appendix H.

For a reasonable comparison of OptiKey and GazeTheWeb, we used a simplistic information search and
browsing scenario. This is because more complex interaction scenarios, like a video, are not accessible
through the emulation approach. For example, on popular video platforms like YouTube, the videos
embed their controls into the video element and only reveal them upon cursor movement. However, the
emulation approach implements cursor placement rather than cursor movement. Hence, the controls of
a video are not visible, and a user is not able to select them through the emulation approach. Therefore,
we have chosen an interaction scenario where both approaches are functional for a user, such that the
participants give us relevant feedback on the user experience.

Methodology

We quantify the task completion time, perceived workload, and usability. The main hypothesis is that
GazeTheWeb allows for less time demand upon completing the search and browsing task, while users
give higher ratings in usability and lower workload than for OptiKey. For this purpose, we conducted a
lab study at our university with 20 participants (9 female and 11male) in the age range from 23 to 31 years
(age = 25.55± 2.16 years). All these participants were students at our university with no prior experience

1http://www.mamem.eu
2https://www.google.com/chrome
3http://www.businessinsider.com/an-eye-tracking-interface-helps-als-patients-use-computers-
2015-9

4https://alsnewstoday.com/2016/03/08/article-for-als
5https://vimeo.com/148316508
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8.1 Comparison of a Gaze-adapted Interface with Emulation

in operating GazeTheWeb or OptiKey. Seven participants wore corrective lenses (3 female and 4 male).
The participants were paid each an amount of ten euros for their effort after the trial. The eye-tracking
device was attached to the bottom of a 24 in. monitor, which resolution had been set to 1,600 × 900
pixels. The used eye-tracking device was an independent variable between subjects, i. e., SMI REDn
scientific eye-tracking device6 (sampling frequency 60Hz) was used for the study with ten participants.
The other ten participants operated the software with a Tobii EyeX controller7 (sampling frequency
30-70Hz), which is an affordable eye-tracking device that is designed for consumer use. Artificial
illumination and blocking of sunlight provided a similar lighting condition for all participants.

For both test levels (GazeTheWeb versus OptiKey and Google Chrome), dwell time has been used as a
gaze-based selection method. The time threshold for the dwelling of both setups was set to one second,
as appropriate for untrained users and chosen in related evaluations [154]. Depending on the setup, we
analyze the required time to succeed in the tasks and the subjective analysis from the system usability
scale (SUS) [26], NASA task load index (NASA-TLX) [73], design heuristics [164], and qualitative
feedback. For the experiments, counterbalancing for the order of the setups was used to eliminate any
bias of one setup over the other. In the rest of the section, the setups with GazeTheWeb and OptiKey
and Google Chrome are referred to as GTW and OK, respectively.

Procedure

Before each execution, we gave the participants an explanation about the general nature of the tasks.
After the oral explanation, we performed an initial eye-tracking system calibration and provided the
participants with a training phase, which helped them to understand the functionality of the setups.
Upon completion of the training, we granted them a short period to get accustomed to the setups on
their own, so that they gathered certain confidence with a setup before the actual experimental session
started. After a break of a few minutes, the experimental session started, including a second calibration
of the eye-tracking system.

Tasks The tasks involved common user activities to search and browse the Web to find specific in-
formation. Each participant was instructed to enter the search string “Germany” on the DuckDuckGo
search engine. Theywere asked to go to the EnglishWikipediaWeb page about Germany from the search
results. See Figure 8.1 for screenshots of both setups displaying the Web page with search results. Upon
reaching the page about Germany, the participants had to find the section about the constituent states,
and from there the first task was to select the state North-Rhine Westphalia (NRW). Upon reaching the
page, they had to scroll to the cities of NRW and select the city Bonn from there. Once on the city page,
they had to bookmark it and go back to the section of the constituent state of the NRW entry. The same

6SMI REDn scientific: https://www.smivision.com/eye-tracking/products/remote-eye-tracking
7Tobii EyeX controller: https://tobiigaming.com
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process was executed for the constituent state of Baden-Württemberg and the city Mannheim, respec-
tively the state Lower Saxony and the city Oldenburg Land. Finally, the participants were instructed to
access a city from the list of bookmarks.

Survey After the participants finished the tasks using one setup, they were handed a SUS and a
NASA-TLX questionnaire. The SUS questionnaire is used to measure the overall usability of appli-
cations. The SUS contains ten questions, which are answered on a five-point Likert scale from strongly
disagree to strongly agree. The NASA-TLX questionnaire contains six components: mental demand,
physical demand, temporal demand, performance, effort, and frustration. For each component, the par-
ticipant specified the most applicable scores on a scale from 1 (low) to 7 (high). In addition, a custom
design heuristics evaluation for gaze-controlled interfaces has been used [164, 145], to analyze #1 How
was the visibility of the main interaction elements? #2 How comfortable was the size of the interaction
elements? #3 How intuitive was the reading and scrolling experience? #4 How easy was handling the
link navigation in the browser? #5 How easy was it to recover from errorsmade? #6 How close do you
feel is this browser to conventional browser environment? The questionnaire could be answered on a
scale from 1, strongly disagree, to 10, strongly agree. In the end, participants were asked if they have
any general feedback on what they liked, disliked, and comments for improvements.

Results

First, we tested the significance of the influence of the two eye-tracking systems. For this, we have
performed unpaired significance tests on completion time, SUS, and NASA-TLX average raw value
between the participant groups using a different eye-tracking system but the same software. Mann-
Whitney U tests of completion time between the groups using different eye-tracking systems result in
p = 0.43 with GTW and p = 0.85 with OK. Analogously, we performed Mann-Whitney U tests for the
SUS scores that indicate p = 0.12 with GTW and p = 0.47 with OK. Mann-Whitney U tests for the
average NASA-TLX raw scores indicate p = 0.23 with GTW and p = 0.91 with OK. Hence, the effect
of the eye-tracking systems between participants was non-significant and we report the objective and
subjective outcomes for the complete set of 20 participants from the evaluation in the following.

Objective Results All participants succeeded in the given tasks with both setups. The participants
were on average over 135 seconds faster with GTW than with OK to complete the overall tasks. Further-
more, the time differences between both setups are normally distributed, according to a Shapiro-Wilk
test with p = 0.05 as the threshold. This allows us to assess the significance of the differences by a paired
t-test calculating the two-tailed p-value. We report a significant difference in the completion time for
GTW (261.91 ± 49.25 seconds) and OK (397.43 ± 130.76 seconds), with t(19) = -5.23, p = 4.78E-5,
and a high effect size of Cohen’s d = 1.17 [38]. See Figure 8.2a for a box plot showing the consistent
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times the participant required to fulfill all tasks in GTW, whereas the times for OK showed much higher
variety.

In a gaze-based interaction task on active stimuli, it is difficult to record exact timings of highly granular
activities. In contrast to usual eye-tracking experiments (attention analysis on static stimuli, like images),
there is a lot of information on the screen with a full set of Web browser controls and theWeb page itself.
Especially, it is not feasible to determine a hard threshold between inspection to read or inspection to
interact, i. e., pre-select or post-select inspection.

U�V *QKTH2iBQM iBK2 U#V hBK2b BM :�x2h?2q2# BM +QKT�`BbQM iQ iBK2b BM PTiBE2v �b �
#�b2HBM2X RyyW K2�Mb � T�`iB+BT�Mi M22/2/ i?2 b�K2 iBK2 BM
:�x2h?2q2# �b BM PTiBE2v- 8yW K2�Mb � T�`iB+BT�Mi M22/2/ QMHv ?�H7
i?2 iBK2 rBi? :�x2h?2q2# i?�M rBi? PTiBE2v 7Q` i?2 b�K2 i�bFX

6B;m`2 3Xk, "Qt THQi Q7 i?2 iBK2b `2[mB`2/ #v i?2 T�`iB+BT�Mib 7Q` i?2 2t2+miBQM Q7 � #`QrbBM; i�bFX  K�`Fb
� bB;MB}+�Mi /Bz2`2M+2 BM i?2 /Bbi`B#miBQM Q7 p�Hm2b #2ir22M #Qi? b2imTb BM i?2 `2TQ`i2/ /2T2M/2Mi
p�`B�#H2X

Thus, we report more details about the user performance by separating the task into atomicWeb browsing
activities, e. g., scrolling from the top of the page toward desired hyperlinks. We compare the timings
within-subject in GTW with the timings in OK as a baseline and provide a box plot in Figure 8.2b.
The timings for typing and hyperlink clicking appear to be similar, whereas submission of search, back
navigation, and bookmark management have been achieved faster with GTW than using OK. We report
as the result of two-tailed Wilcoxon signed-rank tests a significant improvement in times for GTW over
OK for scrolling (W = 20, Z = -3.17, p < 0.05, r = 0.71), back navigation (W = 41, Z = -2.39, p < 0.05,
r = 0.53), marking (W = 0, Z = -3.92, p < 0.05, r = 0.88) and selection (W = 14, Z = -3.4, p < 0.05, r =
0.76) of bookmarks.
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Subjective Results The subjective evaluation of the experimental session uses the SUS for general
usability assessment, the NASA-TLX tomeasure the workload, and custom heuristics criteria to evaluate
the Web browsing experience.

The survey shows average SUS usability scores of 77.13 for GTW in contrast to 55.0 for OK, indicat-
ing an above-average acceptability rate of the gaze-adapted interface of GTW among the participants.
According to a two-tailed Wilcoxon signed-rank test, the SUS score difference is significant (W = 28,
Z = -2.8746, p < 0.05, r = 0.64).

The raw NASA-TLX scores are plotted in Figure 8.3a. The significant better ratings of GTW over OK
in terms of NASA-TLX mental workload (MD) (W = 14.5, Z = -2.5842, p < 0.05, r = 0.67), level of
effort (E) (W = 33.5, Z = -2.2646, p < 0.05, r = 0.53), and sense of stress and irritation (F) (W = 18.5, Z
= -2.7456, p < 0.05, r = 0.67) using two-tailed Wilcoxon signed-rank tests. The physical demand (PD)
received better ratings for GTW than OK, yet the difference cannot be shown to be significant using a
two-tailed Wilcoxon signed-rank test. The feeling of success (P) in the accomplishment of the task was
also slightly better for GTW in comparison to OK, since a lower value means a higher feeling of success
in the NASA-TLX questionnaire design.

The results of the design heuristics questionnaire are shown in Figure 8.3b, where we can see that actions
like the ease of recovering from errors (#5) in GTW receive better scores than in OK. The intuitive factor
(#3) (W = 27, Z = -2.5477, p < 0.05, r = 0.6) and ease of hyperlink navigation (#4) (W = 30.5, Z = -
2.5956, p < 0.05, r = 0.6) are rated significantly rated better for GTW, according to two-tailed Wilcoxon
signed-rank tests.
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Discussion

Objective results from the study indicate significantly lower overall task completion times for
GazeTheWeb compared to the emulation approach. More specifically, we observe significant improve-
ments in the activities like scrolling, back navigation, and bookmarking, which typically involvemultiple
selections and inspections. Typing of the search query and clicking of hyperlinks in GTW are similar
to OK. This validates our experimental setup, as both setups employ similar mechanisms and selection
methods. Both virtual keyboards, in GTW and OK, work with dwell-time-sensitive keys and are set to
the same dwell time. Link clicking first needs the selection of the specific mode – in GTW by selection
of the virtual button with the “finger-pointing” symbol on the right panel and in OK by a selection of the
“left mouse click” virtual button – and then a multi-step magnification. More adaptedWeb browsing ac-
tivities show the potential of gaze-adapted interfaces. The median of submitting the typed search query,
scrolling, back navigation, and especially menu navigation like marking and selecting bookmarks are
below the baseline of OK when using GTW, see Figure 8.2b. The results support our first hypothesis
(H1), i. e., interaction with a gaze-adapted interface is faster than using the emulation of mouse and
keyboard with eye tracking as the input method.

This strengthens our propositions to focus on more usable interaction experience and implies that the
interface adaptation is an indispensable aspect of gaze-based interaction, irrespective of conventional
issues like gaze signal quality. Hence, we argue that in addition to the technological advancements for
more precise and accurate gaze signals, the research on interface user experience aspects needs to be
evolved to make eye tracking more usable and acceptable interaction technology for end-users.

The subjective results from the study indicate a similar trend, i. e., a superiority of GazeTheWeb com-
pared to the emulation approach, as the rating by the participants positions GTW far above the general
median of setups. The average SUS score of 77.13 for GTW is close to the high order as per SUS guide-
lines.8 A score equal to or greater than 80.3 indicates a positioning within the 10% of applications with
very good usability and the tendency of users to recommend the software to a friend. The scores achieved
by OptiKey are not satisfying, because the estimated score of 55.0 is close to the score of 51 and below,
which would sort the usability of the application into the category among 15% of the worst evaluated
applications. For the NASA-TLX scores, all major points of workload are rated better for GazeTheWeb.
The participants felt especially less mental demand, less effort, and less frustration, but a higher sense of
success. Our interpretation is that the additional command-translation layer of the emulation approach
causes a higher overall workload, as the users had first to imagine how to achieve a task with mouse
and keyboard and then to execute it via the gaze-controlled emulation tools. The heuristics question-
naire results validate that GazeTheWeb has a more suitable design for gaze-controlled Web interaction,
as the feeling of controlling a conventional Web environment has been even higher for GazeTheWeb
than for the combination of OptiKey and the well-known Google Chrome Web browser. All used met-
rics of SUS, NASA-TLX, and the custom heuristics questionnaire validate our second hypothesis (H2),

8http://www.measuringu.com/sus.php

134

http://www.measuringu.com/sus.php
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showing that the gaze-based interaction is more usable with the gaze-adapted interface than with the
emulation approach.

The explicit comments and feedback from participants are aligned with our hypotheses and the results.
Most of the participants liked the intuitive interaction aspect of GTW, as comments by participants like
“It was easy to navigate and also very easy to get used to start working with it” emphasize the good
usability of GTW,whereas about OK a participant reported “Too cumbersome and physically exhausting.
Requires many clicks which are tiring for the eyes.” More specifically, participants explicitly reported
about OK on their bad experience about required input actions, e. g., “Multiple click for every action”
or “Reduce left click mechanism using any other intuitive means. For example, let’s say I am accessing
the bookmarked URLs it should give easy access to the links by reducing the number of intermediate
left clicks.” The improved aspect of inspection overhead in GTW was also evident, as the participants
appreciated the visual indicators for optimizing pre-select inspection by comments such as “Interaction
elements are self-explainable as it was not at all in OptiKey” and the in-situ feedback for optimizing
post-select inspection in GTW “I liked button feedback (if clicked).” Regarding the high workload in
the emulation approach, as indicated in NASA-TLX results, we have already discussed the issue that
users might need to imagine how to achieve a task with mouse and keyboard and then to execute it via
the gaze-controlled emulation tools. The explicit comments on OK usability substantiate the argument,
e. g., “Interaction elements should be easy to use, for a non-technical person it can be hard to use for
example selecting button (like left click) every time after the [beginning of the] task”, “It seems too quick
and [I] need to remember exact process I am following” or “Too complicated, too many interactions,
too many clicks.”

Additionally, there were some general comments about head movement and fatigue as eye-tracking
limitations that apply for both setups, e. g., comments such as “The biggest problem is holding the head
in the same position for a longer time period” or “Maybe [use] some eye tracking glasses, to make it
possible to change the position of the head frequently.”

8.2 Lab Study about the Feasibility of a Gaze-adapted Interface

The lab study was conducted as part of the MAMEM project, first phase trial [147]. The complete trial
for multimodal interaction was executed using various device configurations, i. e., an SMI REDn scien-
tific eye-tracking device to estimate gaze, a BePlus LTM Bioelectric Signal Amplifier9 to record elec-
troencephalography (EEG) signals, and a Shimmer3 GSR+10 to capture galvanic skin response (GSR),
and heart rate (HR) signals. The trial consisted of four experimental sessions including (1) a train-
ing with gaze and EEG signals in a persuasive tutorial with gamification elements, (2) the recording of
event-related potentials (ERP), (3) a sensorimotor rhythms (SMR) execution, and (4) dictated everyday-

9http://www.ebneuro.biz/en/neurology/ebneuro/galileo-suite/be-plus-ltm
10http://www.shimmersensing.com/products/gsr-optical-pulse-development-kit

135

http://www.ebneuro.biz/en/neurology/ebneuro/galileo-suite/be-plus-ltm
http://www.shimmersensing.com/products/gsr-optical-pulse-development-kit


Chapter 8 Assessment of User Experience in Gaze-based Interaction

Web-browsing-tasks using GazeTheWeb. In this thesis, we discuss the outcomes of the experimental
session (4), as the dictated everyday-Web-browsing-tasks were performed solely with GazeTheWeb and
eye tracking as the only input method.

Methodology

The trials were executed at three clinical sites, each responsible for one group of six participants with
motor impairment. In total 18 participants with motor impairment took part in the lab study, which is a
high number of participants in comparison tomost other studies that evaluate eye tracking for interaction.
Bates and Istance [16] let five participants test their zooming interfaces, Diaz-Tula and Morimoto [49]
trained eight participants in the AugKey text entry system and Schenk et al. had twelve participants
in their study about GazeEverywhere [159]. Moreover, the participants of those works did not have
a motor disability — there are only a few studies about eye tracking for interaction that evaluate with
people with motor impairment as participants, e.g., Ball et al. did a study with fifteen participants with
ALS [12] using the ERICA software [116].

Six participants (1 female, 5 male) with Parkinson’s disease (age = 64± 6.69 years) at the AUTH-School
of Medicine, Greece; six participants (2 female, 4 male) with a neuro-muscular disease (age = 34.2 ±
6.18 years) at MDA Hellas, Greece; and another six participants (1 female, 5 male) with a spinal cord
injury (age = 45± 16.4 years) at SHEBA-Academic Medical Center Hospital, Israel, participated in the
trial. Additionally, 18 participants without motor impairment (5 female, 13 male; age = 45 ± 13 years)
attended the experiments as the control group, with the same experimental setup as the target group. All
36 participants had no prior experience with eye tracking.

Before the trials, the clinical protocol was followed as per the ICH-GCP65 guidelines,11 and ethical ap-
proval (Helsinki Approval) was obtained. The guidelines provide “an international ethical and scientific
quality standard for designing, conducting, recording and reporting trials that involve the participation
of human subjects.”

Procedure

Before the experimental session of the dictated task was executed, all participants underwent an interac-
tive tutorial with persuasion [147] as the first experimental session of the trial. The tutorial introduced
the fundamental functionality of GazeTheWeb, necessary to fulfill the dictated tasks. The dwell time of
the setup was set to one second, which is sufficient for untrained users and the same as for the lab study

11http://www.ich.org/products/guidelines/efficacy/efficacy-single/article/good-clinical-
practice.html

12Centre for Research & Technology Hellas — Information Technologies Institute. Photographer: Tasos Papazoglou-
Chalikias. 2017. MAMEM – Use the Computer using your Eyes & Mind. https://www.youtube.com/watch?v=
42yGmr3NE0k
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6B;m`2 3X9, � T?QiQ 7`QK i?2 J�J1J i`B�HbXRk� T�`iB+BT�Mi rBi? S�`FBMbQMǶb /Bb2�b2 b2H2+ib �M 1@K�BHX

at the university that we have described in the previous section. The participants were asked to perform
dictated everyday tasks: To read and reply to an E-mail using “Gmail.com” (E-mail task), (see Fig-
ure 8.1) to edit a photo using “Picresize.com” (photo task), to post on social media using “Twitter.com”
(social media task), and to watch a video using “Youtube.com” (video task). For more details about the
single tasks within the experiment, please refer to Appendix I. Before the dictated tasks, the participants
did a 15 minutes break from the trial. After the dictated tasks, the participants filled a SUS questionnaire.
During the dictated tasks, the EEG, GSR, and HR signals were recorded for project-related purposes.

Results

Analogously to the previous section, we first present the results of the objective measures and then
provide subjective feedback.

Objective Results GazeTheWeb successfully enabled the participants to complete the dictated
tasks. The results are shown in Table 8.1, where the observation count indicates the number of par-
ticipants that completed a task. There are some participants for whom a single or all tasks failed, which
is indicated with the observation count. One participant with Parkinson’s disease faced claustrophobia
and could not proceed with the tasks; thus, was excluded from the experiment. For two participants with
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h�#H2 3XR, h�bF 2p�Hm�iBQM Q7 i�`;2i �;�BMbi +QMi`QH ;`QmT- BM+Hm/BM; 1@K�BH i�bF U1@K�BHV- T?QiQ i�bF
US?QiQV- bQ+B�H K2/B� i�bF UaQ+B�HV- �M/ pB/2Q i�bF UoB/2QVX hBK2b �`2 T`QpB/2/ BM b2+QM/bX

Measure E-mail Photo Social Video

Target group

Observation Count 15 15 15 15
Time Mean 300.87 152.93 246.6 148.6
Time SD 239.12 72.11 98.16 62.1
Time Median 210 130 230 125

Control group

Observation Count 18 17 18 18
Time Mean 255.17 144.06 253.22 157.44
Time SD 147.39 76.34 99.44 68.56
Time Median 202.5 148 220 135

Mann-Whitney U test
U-value 134.5 119 132.5 127.5
p-value (two-tailed) 1.0 0.76 0.94 0.8

spinal cord injury, the eye-tracking device was not able to track their gaze. They were excluded from
the trial as well. For one participant without motor impairment, there was an issue with the Internet con-
nection during the photo editing task, why it could not be executed. Task completion times are denoted
with time mean, standard deviation, and median measurements for the respective groups. The last row
demonstrates the differences in task completion time between the participants of the target group and
the participants of the control group. Because a Shapiro-Wilk test does indicate that the task completion
times might be not normally distributed, we have decided to perform a Mann-Whitney U test, to com-
pare the task completion times of the two unpaired groups of participants. The Mann-Whitney U tests
of task completion times comparing target and control group reveal no significant difference between
both groups, as all computed two-tailed p-values are by far greater than 5%.

Subjective Results The average SUS score of the target group is 72.17, while the average score
of the control group lies at 77.36. These scores are above the average of 68 [26], indicating an above-
average usability score of GazeTheWeb, analogous to the results of the lab study at the university from
the previous section.

Discussion

The evaluation with the participants from the target groups demonstrates the feasibility regarding ev-
eryday tasks like writing an E-mail, editing a photo, participating in a social network, or watching a
video. GazeTheWeb allowed the participants to successfully perform four real-world tasks on modern
Web pages with eye tracking as the input method. The overall results support our third hypothesis (H3),
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i. e., gaze-adapted interfaces can be controlled by people with motor impairment in similar effectiveness
as by people without motor impairment.

Furthermore, the explicit comments and positive feedback from patients specify the acceptability of
gaze-based interaction among target users. The participants appreciated the gaze-based interaction in
GazeTheWeb, specifying comments such as “I find it especially intriguing and fun that I can direct my
actions with my eyes, rather than with my hands.” The participants also mention the persuasiveness
of the technology “I found this easy to learn, and the next thing that I want is to improve my speed at
using the keyboard in this new way.” Some of the participants who were already comfortable with their
existing means of interaction (e. g., switch input) liked the intuitiveness of the gaze-based interaction.
However, at the same time comments like “I am very curious to find out if it can exceed the comfort level
that I have achieved with my current device” indicate that the acceptability of eye tracking as assistive
technology comprises challenges such as competing with existing means of hands-free interaction.

8.3 Field Study about the Feasibility of a Gaze-adapted Interface

There exist with over 1.6 billion a vast amount of Web sites,13 and it is imperative to investigate the
feasibility of GazeTheWeb in handling diverse Web pages that are frequently browsed in an everyday
scenario. Hence, in this section, we report on the long-term usage of GazeTheWeb in a home environ-
ment. We present results from the second phase trials of the MAMEM project, in which GazeTheWeb
had been offered to people with motor impairment for home use. The setup consisted of a laptop –
with GazeTheWeb installed as a startup program – and an eye-tracking device deployed to the homes of
the 30 participants for one month. The outcome of the field study does reveal whether the adaptations
for gaze control are feasible in a real-world scenario of unrestricted Web browsing. Three participants
had additionally performed a single-day multimodal experiment using an eye-tracking device, BCI, and
GSR devices with a modified version of GazeTheWeb. However, we do not report the results from the
multimodal experiment, as it is not in the scope of this thesis.

Methodology

Like the first phase of the MAMEM trials, each associated partner organization contacted participants
of one target group. MDA Hellas, Greece, supported ten participants (4 female and 6 male, age = 31.5
± 4.8 years) with neuro-muscular diseases. These participants are referred to as MDA 1 to MDA 10
in the following. AUTH-School of Medicine, Greece, supported ten participants (4 female and 6 male,
age = 55.6 ± 7.3 years) with Parkinson’s disease, referred to as AUTH 1 to AUTH 10 in the following.
SHEBA-Academic Medical Center Hospital, Israel, supported ten participants (10 male, age = 38.1 ±

13http://www.internetlivestats.com/total-number-of-websites, accessed on 21st June 2019
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10.8 years) with spinal cord injury, referred to as SHEBA 1 to SHEBA 10 in the following. The clinical
protocol was followed as per the ICH-GCP65 guidelines and ethical approval was obtained.

A major aim of the study was to assess the natural Web browsing behavior of the participants. Hence,
there were no guidelines, financial rewards, or requests to influence them for using the setup. Most of
the participants already had some computer accessories and assistive solutions available at their homes.
Therefore, we did not expect that the participants would completely switch their existing means of in-
teraction and start using GazeTheWeb excessively. However, the persistent usage of GazeTheWeb even
by some participants would be relevant indicators of its functionality and effectiveness in supporting
daily browsing activities.

GazeTheWeb has been localized to match the language of the participants. The localization does not
only include the screen texts of the interface, but also the interaction modes, i. e., the virtual keyboard
for eye typing. The modified keyboard layouts for the Greek and Hebrew language to match the native
language of the participants are depicted in Figure 8.5. The participants were able to choose between
an English, a German, a Greek, and a Hebrew keyboard layout through a gaze-controlled drop-down
menu (via the virtual button with the “globe” symbol on the lower panel of the interface mode for text
input). The laptops dedicated for the field study were equipped with myGaze n eye-tracking devices
by Visual Interaction GmbH, which perform dark pupil tracking at a frequency of 30Hz. GazeTheWeb
started automatically after the boot of the laptop and offered the participant to perform a calibration of
the eye-tracking system. Furthermore, if the participant’s eyes could not be detected for 30 seconds,
the participant has been offered a recalibration upon return. The setup automatically logged the Web
browsing activity to a Firebase14 real-time database, e. g., the setup logged loaded Web pages and times,
clicks, amount of inserted text, and general interface use.15 The participants were allowed to disable all
data recording by selecting a virtual button with a crossed cloud in the primary interface (see the virtual
button beneath the “gear wheel” symbol at the bottom of the left panel in Figure 8.5).

Procedure

Before the field study, each of the participants had been visited to verify whether the eye-tracking device
would work for them. Afterward, the setups had been placed for one month at the homes of the partici-
pants at an accessible place within their homes. At the time of deployment, a person from the medical
supervisory team gave an introduction and initial guidance through the setup in the native language to the
participant and caretaker. After the deployment, participants were free to use the setup as per their needs
and preferences. The person from the medical supervisory team also provided telephone support in the
native language, in case there were any issues during the usage. After one month of usage, the setup
was collected back from the participants’ homes, and the participants were asked to fill questionnaires
including SUS to quantify their user experience.

14https://firebase.google.com
15Due to ethical reasons, we did not record the textual content itself but stored the string-edit distances.
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U�V :`22F H�vQmi rBi? H27i iQ `B;?i /B`2+iBQM Q7 i2tiX U#V >2#`2r H�vQmi rBi? i?2 `B;?i iQ H27i /B`2+iBQM Q7
i?2 i2tiX

6B;m`2 3X8, :�x2h?2q2# ?�b #22M HQ+�HBx2/ iQ K22i i?2 +QMbi`�BMib Q7 i?2 }2H/ bim/vX h?2 HQ+�HBx�iBQM MQi
QMHv BM+Hm/2b i?2 b+`22M i2tib #mi �HbQ i?2 pB`im�H F2v#Q�`/ H�vQmib �M/ i2ti 2/BiBM; 7�+BHBiB2bX

Results

GazeTheWeb ran successfully for the entire one-month period, and we could observe the user activity
through the log data on Firebase. More importantly, the participants could visit and interact with a variety
of Web sites as per their needs and preferences, which signifies the usability of GazeTheWeb in sup-
porting everyday browsing operations and handling dynamic Web pages. An average SUS score of 73.2
among all participants indicates the general acceptability and satisfaction delivered by GazeTheWeb. In
the following, we report on the usage behavior of participants during one month.

Overview Throughout the field study, we have collected data during a setup run-time of 186.24 hours.
The participants mostly used the system in the afternoon, as plotted in Figure 8.6. Because we could
check for the presence of participants from the gaze signals, we may report about 118.93 hours of active
participation in front of the setup. There has been regular use of the setup by some of the participants,
as plotted in Figure 8.7. The participants have browsed 456 unique domains, on which they have visited
8,415 Web pages. See Table 8.2 for top-10 domains as browsed by the participants. In total, there have
been 8,027 clicks on Web pages and 22,811 characters have been entered in text inputs. Furthermore,
participants have browsed 498 URLs by typing the URL and added 189 bookmarks. They also made
use of multi-tab browsing through 857 tab switches. We recorded 1,455 recalibrations of the eye-tracker
system, i. e., not counting the initial calibrations.

Unsurprisingly, we found that the usage of GazeTheWeb follows a long-tailed distribution, with a few
participants being very active and most participants using GazeTheWeb to a lesser extent. Less activity
may come from a multitude of factors including (i) a lowmotivation of participants in general (including
depressive moods of severely impaired subjects), (ii) a low interest in using a technical setup in general,
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6B;m`2 3Xe, ai�`ib Q7 i?2 b2imT #v iBK2 Q7 /�vX

(iii) a low interest in dealing with technical limitations of GazeTheWeb, or (iv) the inability to perform
some activity with GazeTheWeb. With this field study, we do not target issues such as (i) or (ii), but we
aim to understand the practical limitations of GazeTheWeb. Therefore, we assume that the more active
participants are better representatives when it comes to judging the feasibility of GazeTheWeb.

h�#H2 3Xk, hQT@Ry pBbBi2/ q2# bBi2b #v T�`iB+BT�MibX ǳoBbBibǴ �`2 +�mb2/ i?`Qm;? l_G BMTmi- M�pB;�iBQM-
#QQFK�`Fb- Q` ?BbiQ`v mb2X ǳai�vbǴ �`2 pBbBib i?�i 2t+22/ �M �+iBp2 iBK2 Q7 QM2 KBMmi2- /m`BM; r?B+? i?2
T�`iB+BT�Mi ?�/ #22M `2;Bbi2`2/ #v i?2 2v2@i`�+FBM; bvbi2KX ǳS�;2bǴ Bb i?2 +QmMi Q7 pBbBi2/ T�;2b QM i?2
q2# bBi2X ǳ>Qm`bǴ Bb i?2 iBK2 Q7 #`QrbBM; #v � T�`iB+BT�Mi QM i?2 q2# bBi2X ǳ/m+F/m+F;QX+QKǴ ?�/
#22M T`2b2i �b � b2�`+? 2M;BM2X

Rank Domain Visits Stays Pages Hours

1 facebook.com 369 229 1208 24.3
2 youtube.com 271 203 1396 26.5
3 duckduckgo.com 235 37 483 2.1
4 google.gr 123 24 270 1.6
5 mail.google.com 100 66 774 4.0
6 accounts.google.com 71 7 258 0.5
7 instagram.com 54 34 125 1.4
8 google.com 54 12 136 0.8
9 twitter.com 52 9 65 0.8
10 newsit.gr 50 46 257 3.7
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Most Active Participants The most active users have been MDA 1 with 23.27 hours in front of
the setup, MDA 5 with 21.9 hours, and AUTH 10 with 27.75 hours. All three of them actively used
bookmarks and two of them often switched between tabs, as signified in Figure 8.8. During the one
month, the participants used many different Internet platforms with GazeTheWeb. Figure 8.9 plots the
session times of each participant on their favorite platform daily. MDA 1 was very active on Facebook
(Figure 8.9a), MDA 5 spent a lot of time on YouTube (Figure 8.9b), and AUTH 10 visited 29 times
Google Mail, including 396 sub-pages, over 22 days (Figure 8.9c). In general, YouTube has been the
second most visited domain and shows the highest number of spent hours. Some participants made use
of the tabs in GazeTheWeb to browse the Web while a YouTube video was played in the background
(Figure 8.9d).
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Activities The diverse use of platforms across the participants can be also observed in interactions on
the platforms. In Figure 8.10, the active minutes, clicks, and characters inputted have been plotted. We
have clustered popular E-mailWeb portals as E-mail activity, i. e., visits on “mail.ru,” “live.com,” “out-
look.live.com,” “mail.google.com,” “mail.yahoo.com,” or “mail.walla.co.il.” The use of the platforms
is very heterogeneous among the participants. Additionally, we provide the five most visited domains,
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Facebook activity Instagram activity

YouTube activity E-mail activity

6B;m`2 3XRy, q2# #`QrbBM; �+iBpBiv Q7 J.� R- J.� 8- �M/ �lh> Ry QM TQTmH�` TH�i7Q`KbX

h�#H2 3Xj, h?2 }p2 KQbi pBbBi2/ MQM@bQ+B�H Q` +QKKmMB+�iBQM /QK�BMb #v J.� RX

Domain Visits Pages Minutes Clicks Characters Category

novasports.gr 18 88 81.4 85 0 Sports news
coursera.org 15 61 34.6 96 11 Education
sport24.gr 13 29 31.7 22 0 Sports news
nba.sport24.gr 12 16 8.7 6 0 Sports news
cosmote.gr 12 29 7.6 16 7 Mobile network operator

that we did not classify as social media or popular E-mail provider, of our most active participants, in
Table 8.3, Table 8.4, and Table 8.5. The data shows that the participants – besides from social media
and communication – used GazeTheWeb primarily to inform themselves about news and sports.

h�#H2 3X9, 6Bp2 KQbi pBbBi2/ MQM@bQ+B�H Q` +QKKmMB+�iBQM /QK�BMb #v J.� 8X

Domain Visits Pages Minutes Clicks Characters Category

newsit.gr 45 246 212.9 295 0 General news
google.gr 39 86 39.0 81 519 Search engine
zappit.gr 36 73 62.2 49 0 Gossip news
sport24.gr 28 31 22.7 9 0 Sports news
zougla.gr 18 47 51.6 28 0 Political news
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h�#H2 3X8, 6Bp2 KQbi pBbBi2/ MQM@bQ+B�H Q` +QKKmMB+�iBQM /QK�BMb #v �lh> RyX

Domain Visits Pages Minutes Clicks Characters Category

accounts.google.com 51 159 10.1 7 21 Account management
webmail.auth.gr 39 310 71.1 435 1,302 E-mail (private provider)
slpress.gr 35 42 153.5 10 0 Political news
efsyn.gr 26 27 59.6 13 0 General news
lecturesbureau.gr 11 12 38.6 1 0 Arts

Discussion

The frequent usage of GazeTheWeb during the field study, including the visits of various Web sites,
pages, and activities (e. g., clicks or text entry), indicates that users were able to interact with a variety
of Web pages and to perform many different browsing operations. The longer stay duration and revis-
its of popular platforms like Facebook, Google Mail, and Youtube (incorporating complex interaction
elements in a Facebook posting, an E-mail body, or video controls) imply that GazeTheWeb could effec-
tively adapt the associated complex interaction elements for gaze-based interaction. The broad range of
visited Web sites and the effective usage of popular social media portals supports the fourth hypothesis
(H4), i. e., our method of retrieval, classification, tracking, and adaption of interaction elements on Web
pages works reliably for real-world Web pages.

However, for theWeb sites where the participants did not stay long or did not revisit, one could argue that
interaction was difficult or even not functional. For example, the gaming domains specifically received
less interest among participants, such as “games.yo-yoo.co.il” with two visits and a stay duration of
14 minutes, “freegames.com” with one visit for 1.8 minutes, and “actiongame.com” with three visits
and a stay duration of 12.2 minutes. Ideally, the participants would stay longer in these domains, as
the intent is to play the offered games. However, action games incorporate specialized controls for
gameplay with a high frequency of mouse and keyboard input, which would be non-trivial to adapt
for gaze-based interaction in the proposed methodology of GazeTheWeb. There has been only one
stay at “docs.google.com,” with a duration of 6.2 minutes, and nobody has visited Google Maps. We
incorporate these Web sites in our discussion about current limitations in the adaptation of interfaces for
gaze input in the next section.

8.4 Limitations in Adaptation of Web Pages for Gaze Input

The evaluation of GazeTheWeb shows that gaze-based interaction is feasible with today’s available eye-
tracking devices and that gaze-adapted interfaces can offer a good user experience. We have identified
theWeb as an environment in whichWeb standards like HTML, CSS, and JavaScript make it possible to
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adapt the interaction with rich Web pages for eye tracking as the only input method. A vast majority of
Web sites conform to theWeb standards for interaction elements. Hence, the introspection and adaptation
mechanism of GazeTheWeb works effectively with most Web pages that compose their content from
those standard interaction elements. Figure 8.11 includes screenshots of GazeTheWeb displaying pages
of Web sites from the Alexa Top 50 sites.16 Here, (a) to (j) are examples of Web pages where interaction
elements could be retrieved and adapted successfully through the general introspection and adaptation
mechanism described in the prior chapter and implemented in GazeTheWeb.

Special Cases of Adaptations

Web sites of some well-known Internet companies make use of compound elements with manu-
ally scripted behavior, which renders a ubiquitous adaptation difficult. Hence, a few popular Web
sites required additional engineering to retrieve the relevant interaction elements. In Figure 8.11, (k)
“Google.com,” (l) “Facebook.com,” and (m) “YouTube.com” are examples of Web sites for which we
modified our adaptation approach as described in the following.

Google Search At the time of our assessment, there were at least two text inputs stacked onto each
other for the search box on the Google start page. It appears that one text input is responsible to display
suggestions in gray color and the other text input is used to display the actual user input in black color.
The stacking is realized with the z-index attribute that defines the order in rendering. Thus, we have
introduced a special case for the Google start page to recognize the text input that has to be filled with
the phrase for the search query. One might argue for a general solution to adapt interaction elements
by sorting according to their z-index. However, it is not easy to figure out which parts of an interaction
element are in front when there are multiple elements with only partially overlapping areas.

Facebook Chat The Facebook chat prohibits the insertion of text into the text input of the chat
window through JavaScript. The text appears for a short time after insertion and then it is automatically
removed. This could be a strategy to avoid bots from spamming automatically on the chat. Hence, we
implemented an alternative approach for text insertion in a Facebook chat window. Instead of inserting
text through JavaScript, we take the text as received from the eye-typing interface mode and simulate
keystrokes through theWeb engine. We spawn keystrokes according to each character in the text, within
a time window of a few milliseconds.

YouTube Video We faced two issues with video interaction. The first one applies to videos in gen-
eral, the second one is specific to the YouTube video platform.

16https://www.alexa.com/topsites
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First, the full-screen video function does not work via a direct call from the JavaScript code. The
node.webkitRequestFullscreen() mechanism employs the heuristic that the screen cannot be en-
tirely covered without the consent of the user. However, the request for full-screen does work when
activated from a button click event by the user. Therefore, we create an invisible button in the DOM
tree upon entering the video interface mode, and we attach the function to make the video full-screen on
the click event of that invisible button. A click by the user is simulated on the button, which makes the
video full-screen. Afterward, we remove the invisible button from the DOM tree.

Second, when the described procedure is executed on a video on the YouTube platform, the video stays
full-screen only for a short period in time and returns automatically to its page embedding. We were
able to resolve this YouTube-specific issue by requesting full-screen not for the video itself, but the
seventh-grade parent of the video node. We suspect that YouTube wants to avoid code injections that
make the video full-screen while removing the advertisement overlays. The advertisement overlays are
properly displayed with our approach, even though they are not embedded into the video file.

Challenges for Adaptation

There are more standards defined that might be considered to improve the adaptation even further, e. g.,
the <nav> tag,17 which allows the identification of the menu bar of a Web page and which could be
used for in-depth menu adaptations for gaze control. “Drag-n-Drop” has also been standardized;18 thus,
it is another candidate for adaptation in GazeTheWeb. Furthermore, there are numerous ARIA role19

annotations available to include hints about the interface semantics to make the interface elements more
accessible. We already use a small subset of AIRA roles in our classification of interaction elements,
as described in Figure 7.2 on page 118. In the future, we would like to extend the support of additional
AIRA roles like “Grid,” “Tree,” or “Menubar.”

Another challenge that has emerged in recent years is complex visibility configurations and CSS-based
animations on Web pages. One example is the discussed text inputs on the Google start page, which
are stacked over each other using the z-index. There is a plenitude of styling attributes that control
the visibility of interaction elements on a local level, e. g., visibility, opacity, or display; and
also attributes that control the visibility on a global level, such that the visibility is depending on the
interplay of multiple elements, e. g., transform or z-index. The problem is less prominent than in gaze-
based analysis (see Chapter 5), as we are only interested in interaction elements and we can rely on
fallback mechanisms — like displaying different options to a user if we are not sure about the visi-
bility configuration of the interaction elements. Nevertheless, we have initiated experiments using the
document.elementFromPoint function of JavaScript, which returns the topmost element at a coordi-
nate in the viewport. We can use that function to sample each interaction element and then decide about

17https://developer.mozilla.org/en-US/docs/Web/HTML/Element/nav
18https://www.w3.org/TR/2010/WD-html5-20101019/dnd.html
19https://developer.mozilla.org/en-US/docs/Web/Accessibility/ARIA/Roles
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its visibility, in addition to querying its styling attributes.

We observed that some popular Web applications that offer specialized controls using non-standardized
interactionmechanisms do not work appropriately with GazeTheWeb. The sites (n) GoogleMaps and (o)
Google Docs in Figure 8.11 showcase this scenario. A general adaptation for these compound elements
is not feasible, as they base on specific scripts and non-standardized interaction mechanisms. Conse-
quently, their accessibility is limited, i. e., the design hinders the adaptation of interaction for novel input
devices. This issue is also evident in Web pages that attempt to prohibit bots to access certain areas of a
page, e. g., “CAPTCHAS.”20 The latest versions of those mechanisms validate humans by their natural
interaction through mouse and keyboard or touch events on Web sites. Neither gaze-based emulation
nor our approach lets users pass those validations and users must choose alternative ways for validation.
More semantic descriptions of interfaces would be desirable for successful adaptations for gaze control,
or other input channels. However, not all common elements are standardized or semantically annotated,
and we would have to infer the possibilities of interaction in different ways. For highly customized
interaction contexts (e. g., map navigation, document editing, game controls), we imagine a future re-
search approach would employ automatic interaction-template matching, i. e., to cater to different Web
services with similar interaction behavior. For example, there are common patterns of interactions for
map navigation (panning and zooming), regardless of the Web site that is offering the corresponding
service like Google Maps,21 Bing Maps,22 or Open Street Maps.23 An intelligent interaction-context
recognition would detect the context of map navigation on these Web sites and offer a unified, gaze-
adapted interface mode for map navigation. The interface mode would be the same for all map services,
yet spawn interaction events as expected by the different services. This might be realized with an ad-
vanced interpretation of the JavaScript code and detection of the use of input events in the JavaScript
code, which might be substituted with events caused by gaze input.

8.5 Conclusion

Eye gaze has been explored as a communication channel for interaction between human and computer
systems for at least 30 years. However, most research and application have focused on how to com-
pensate for the errors in gaze estimation and how to deal with the dual roles of the eyes to resolve the
Midas touch problem. Since mouse as pointing device and keyboard as typing device has dominated
the access to computers, considerable effort has been put in replicating the functionality of both inter-
actions means with eye-tracking-based interaction. In the past, researchers and companies have taken
gaze-control methods for these two interaction means and put them together into emulation approaches,
to allow computer access for people with severe motor impairment.
20https://www.w3.org/TR/turingtest
21https://www.google.com/maps
22https://www.bing.com/maps
23https://www.openstreetmap.org
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8.5 Conclusion

We discuss how the emulation approach introduces an overhead in human inspection efforts and input
actions. We put up propositions based on common principles for a good user experience that aim to
reduce the overhead of gaze-based interaction and visual search, taking the semantics of a controlled
application’s interface into account. To this end, we describe how to efficiently retrieve the interface
semantics from dynamic Web pages. We provide details about our realization of the proposed principles
in GazeTheWeb, a gaze-controlled Web browser that acts as a bridge between the Web and the eye-
tracking environment. We utilize the proposed introspection method to retrieve the interface semantics
of Web pages and to adapt the interaction elements, as well as to design the interaction with the Web
browser for eye tracking as the input method. The approach of using interface semantics to adapt an
interface improves user experience and has not been explored in the prior work of eye-tracking-based
interaction.

We have evaluated the user experience of GazeTheWeb in comparison to the emulation approach. The
results on task completion time, and more importantly the subjective measures like the outcomes of SUS
and NASA-TLX surveys and heuristics questionnaire, signify that our proposed interface adaptations
in GazeTheWeb improve the user experience in comparison to the current emulation approaches. This
contrasts with eye-tracking research so far, which mostly assesses the speed and accuracy of isolated
interactions like target acquisition with eye tracking compared to other modalities like mouse, keyboard,
or touch. Furthermore, it emphasizes our contribution toward making gaze-based interaction not only
useful but rather usable for daily use. We also validate the feasibility of GazeTheWeb in a lab and
field study with the target users of eye tracking as assistive technology. The overall successful task
completions and positive feedback from our lab studies, substantiated by long-term usage in a home
environment, indicate that GazeTheWeb is effective in letting people with motor impairment execute
everyday browsing tasks.

In this direction, the prototype of GazeTheWeb has already been used to integrate voice input and EEG
for multimodal interaction in Web browsing environment [163, 93]. Moreover, the effect of persua-
sive technology with an artificial agent has been evaluated with GazeTheWeb [66]. We have also
used GazeTheWeb to host a dedicated YouTube video player, which suggests further videos based on a
user’s attention [78]. Finally, other eye-tracking researchers foresee the integration of their algorithms
in GazeTheWeb to improve gaze-based interactions [36].

Takeaway We argue that it is time for the eye-tracking technology to step out of the laboratory set-
ting and be explored as input technology for daily use. Current research is mostly focused on micro-
optimization of gaze-based interaction, e. g., finding the optimal dwell time, testing different selec-
tion methods, or adapting the size of interface elements. Often, the optimization of one aspect hinders
the interaction in other terms. We conclude to shift the research perspective rather toward a macro-
optimization of gaze-based interaction. The success of everyday use of eye trackingwill depend on stable
calibrations, intuitive interaction paradigms, and rewarding user experience. This will shift eye tracking
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as an input method beyond being an option for people with motor impairment into everybody’s life.
There is also a growing commercial interest toward eye tracking technology.24,25,26 Thus, GazeTheWeb
might be an important step toward the use of eye tracking in everyday applications by everyone.

The principles we outline in this work do not only allow for using gaze as a stand-alone inputmodality but
also to combine gaze control with other input modalities providing for the intriguing potential to shape
future computer-human interaction. There is research showing that interaction through eye tracking in
combination with a trigger can be faster than a mouse alone [107]. In general, other modalities can
remove the overload of inspection and selection from eye tracking and allow for an even more natural
selection process than traditional input devices. Especially eye tracking in combination with voice input
does offer huge potential, as both technologies compensate for each other’s shortcomings, i. e., gaze
provides the spatial context of attention, and voice plays an important role in confirming the intention
of a user.

24https://techcrunch.com/2017/06/26/apple-acquires-smi-eye-tracking-company
25https://techcrunch.com/2016/12/28/the-eye-tribe-oculus
26https://techcrunch.com/2016/10/24/google-buys-eyefluence-eye-tracking-startup
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CHAPTER 9
Outlook

The transformation of our society into the digital age is a steady process that impacts nearly all aspects
of our life. We communicate via audio, text, or video chats through smartphones, we submit official
documents like tax reports electronically with desktop computers, and we participate in online classes
using tablet computers. The ways we interact with such digital media have still not converged, as the
broad introduction of touch-screen phones about ten years ago and the huge improvement in voice as-
sistants in recent years has shown. However, it has become clear that the most used digital environment
is and will be the World Wide Web, with its open standards that allow it to be accessed on almost all
modern computer devices. Web technology has already spread far beyond Web pages in a Web browser.
Frameworks like Electron1 and the Chromium Embedded Framework2 allow deploying Web sites as
desktop applications that look and behave like native applications. These frameworks are the founda-
tion for popular applications like Microsoft Teams, Skype, Discord, Adobe Acrobat, Spotify, or Steam
— which are all built using Web technologies.

The overall transformation of society toward the digital age is a challenge that all countries are under-
going. The European Union (EU) therefore has declared the process to transform our societies into the
digital age as one core priority of today. Alongside, the EU has formulated high aims for this transfor-
mation so that all people can benefit from it [155]:

“Such a digital society should be fully inclusive, fair and accessible for all.”

This signifies the importance of the goal of this thesis, to make digital services on the Web as usable as
possible and accessible for all people.

Besides the potential positive effects of improving usability and accessibility on society, there is a grow-
ing commercial interest. The market for usability and user experience testing is driven by increasing
revenues in e-commerce and mobile applications. The study “Application Testing Services” [132] from
2017 estimates the worldwide market for usability testing services with 26.59 billion USD in 2017 and
predicts growth to 50.14 billion USD until 2022. Analogously, the market for support in digital acces-
sibility also grows steadily. According to Tobii Dynavox, a brand of the market leader in eye-tracking
technology Tobii AB that is specialized in accessible computing, at least 50 million people worldwide

1https://www.electronjs.org
2https://en.wikipedia.org/wiki/Chromium_Embedded_Framework
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need assistive technology to communicate. This is also reflected in their annual sales of Tobii Dynavox
systems, which have reached about 90 million USD in 2019. In comparison to the previous year, the
value has increased currency-adjusted by nine percent [183]. But only 1 – 2 percent of the target popu-
lation are using an assistive system that makes the digital environment accessible to them [181]. There
is still a huge potential for growth in the accessibility market.

In the future, alternative means of input are not only useful for people with motor impairment but also
healthy, aging adults. For older adults, it may take a long time or a huge effort to perform a pointing task
with a mouse. Even touch screens may be difficult to operate for adults with arthritis or tremors [144].
Thus, people who need accessibility options indicated a desire to have multiple access options they can
choose from (e. g., mouse, keyboard, joystick, touch screen, head tracking, eye tracking). We must
ensure that a variety of access options are available to them quickly when they need them [12]. It is
the best way of accessibility when people with an impairment can use the same interaction mechanisms
as people without impairment. In recent years, the development of touch-screen devices with gesture
control and voice-based assistants had already a positive impact on accessibility, as we got to know in
conversations with participants of the MAMEM project. Eye tracking has the potential to add to the
existing input means if it is available for more people. This would allow the analysis of usage patterns
on much bigger datasets and induce novel interactions that can be also performed by people with motor
impairment.

Our work encompasses methods to integrate eye tracking sustainably into the digital environment. The
framework of visual stimuli discovery, to support the usability analysis, is using the rendering of a Web
page. Thus, it will still be useful when standards of Web technology evolve and definitions change.
Furthermore, our method to retrieve, classify, track, and adapt the control of interaction elements with
eye tracking, which we use in GazeTheWeb, can be easily extended for interaction elements that might
be introduced in the future. The propositions for a better user experience with eye tracking stay relevant
in any case.

Eye tracking has been often declared to be a future technology for the mass, without fulfilling this
promise. However, the latest developments in virtual and augmented reality headsets could finally make
eye tracking available for a large number of users. The worldwide eye-tracking market was estimated
with a volume of 456.3 million USD in 2017 and may grow to 1,818.1 million USD until 2024 [7]. This
will positively impact the use of eye tracking to improve on usability and accessibility of the Web as the
primary communication technology of the digital age.
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APPENDIX A
Protocol for Recording of Dynamic Web
Pages

In the following we provide the instructions as given to the participants in the dataset recording.

This dataset shall contain visual dynamics on Web pages. On each of the following Web sites, explore
each visited page thoroughly. Hover over elements and menus, read descriptions, and navigate through
carousels. You may also rest for some seconds and observe automatically changing slides. Try not to
click on a hyperlink other than described in the tasks below.

Shopping

(1) https://www.walmart.com (click on the burger menu in the top-left corner and on carousel nav-
igations)

(a) Click under “In The Spotlight” on “Toys,” in the bottom of the page

(b) Click on a toy of choice

(2) https://www.amazon.com (hover the departments and click carousel navigations, click on “quick
look”)

(a) Click on “Deals in Electronics”

(b) Click on an item of choice.

(3) https://store.steampowered.com (click on the carousel navigations)

(a) Click on “Free Games”

(b) Click on a game of choice

News

(4) https://www.reddit.com/r/pics/top/?t=month (hover over user names in post replies)

(a) Click on the post “His adventure is just beginning”

(b) Go back to the overview and click on another post of choice
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(5) https://edition.cnn.com (click on the burger menu in the top right corner)

(a) Click under “entertainment” on “Screen” in the bottom of the page

(b) Click on a review of choice

(6) https://www.theguardian.com/international (click on “More” in the menu bar)

(a) Click on “Sport” in the top menu

(b) Click on an article of choice

Health

(7) https://www.nih.gov (hover over the menu bar)

(a) Click on “Health Information”

(b) Click on an article of choice

(8) https://www.webmd.com (hover over the menu bar)

(a) Click on “Eye Health” in the bottom of the page

(b) Click on a “RELATED TO EYE HEALTH” topic of choice

(9) https://www.mayoclinic.org (click the burger menu on top)

(a) Click on “Mayo Clinic’s campus in Arizona” in the bottom of the page

(b) Click on a further hyperlink of choice

Cars

(10) https://www.gm.com (click on “OUR STORIES” in the menu bar, hover over the images)

(a) Click on “Our Brands”

(b) Click on a brand of choice

(11) https://www.nissanusa.com (click on the menu entries on top, click in the car carousel on the
categories)

(a) Click under “THE FUTURE OF NISSAN INTELLIGENT MOBILITY” on “Learn More”

(b) Click a further hyperlink of choice

(12) https://www.kia.com/us/en/home (click in the car carousel on the categories)

(a) Click under “Technology” on “Performance” in the bottom of the page

(b) Click a further hyperlink of choice
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APPENDIX B
Estimation of Scroll Offset

Across all Web sites, we have faced difficulties in aligning the scroll offset as recorded in the datacasts
with the scroll offset that is visible in the video recordings. We could not find an affine transformation
of the series of scroll offsets, e. g., adding a fixed delay to the timestamps, which would align the scroll
offsets correctly. The non-synchronicity of reported scroll offsets and the visual scroll offset might be
caused by the parallel execution of rendering, input processing, and script execution in modern Web
engines. However, an incorrect measure of the scroll offset may trigger the visual change classifier
falsely. Therefore, we have implemented a method to compute the scroll offset on a video recording
using computer-vision features. In our method, we match features between consecutive frames and
estimate a transformation that would explain the offset of the key points of thematching features between
both frames. We interpret that transformation as the scroll offset.

Initially, we divide each frame in a 4 × 3 grid and compute in total 1,000 ORB [25] keypoints with
descriptors on the Y channel (brightness information in the VP9 codec, see Appendix C for details). We
exclude areas covered by fixed elements from the computations. Moreover, there might be elements
on an interface, like buttons with a similar design, that occur multiple times. These elements can create
highly similar descriptors, which would make a mapping between the descriptors of two frames ambigu-
ous. Thus, we match the descriptors of a frame with each other and remove those pairs of descriptors
that have a hamming distance of lower than five.

After having features for each frame, we match the features between two consecutive frames. We con-
sider a feature pair with a hamming distance smaller or equal to ten as a match. We compute a ho-
mography with the RANSAC algorithm1 on the matches, estimating the most probable transformation
between the key points in the consecutive frames. We interpret the vertical translation component of that
transformation as scrolling, which we use to adjust the scroll offset originally reported by JavaScript.
Furthermore, we reset the scroll offset when a document.hidden event has been reported by JavaScript,
as this event indicates that the Web browser is about to load a different Web page.

In the following, we show how scroll offsets differ between the datacast and our method. The x-axis
represents the frame indices from the video recordings. The y-axis represents the scroll offset in pixels.
The yellow line denotes the scroll offset as reported by the Qt WebEngine [39]. The red dotted line de-

1https://docs.opencv.org/master/d1/de0/tutorial_py_feature_homography.html
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Appendix B Estimation of Scroll Offset

notes the scroll offset as reported by a JavaScript callback. The blue area (instead of a line for readability
reasons) denotes the scroll offset as computed with our method. In our experience, the method works
well most of the time and outperforms the methods relying solely on the Qt WebEngine or JavaScript
callback. In case an incorrect estimation of the scroll offset is propagated to visual stimuli, we have
counted them as incorrect in the computational evaluation in Section 5.5.

6B;m`2 "XR, � b+`QHH b2[m2M+2 #v i?2 7Qm`i? T�`iB+BT�Mi QM �K�xQMX :2M2`�H KBb�HB;MK2Mi Q7 b+`QHHBM; �b
`2TQ`i2/ #v i?2 Zi q2#1M;BM2 �M/ C�p�a+`BTi Bb pBbB#H2X

6B;m`2 "Xk, � b+`QHH b2[m2M+2 #v i?2 i?B`/ T�`iB+BT�Mi QM LA>X >2`2- Qm` K2i?Q/ �;`22b rBi? i?2 b+`QHHBM;
`2TQ`i2/ #v i?2 Zi q2#1M;BM2- #mi MQi rBi? i?2 b+`QHHBM; `2TQ`i2/ #v C�p�a+`BTiX
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6B;m`2 "Xj, � b+`QHH b2[m2M+2 #v i?2 b2+QM/ T�`iB+BT�Mi QM i?2 ai2�K q2# bBi2X a22 7`�K2 R-jy9 7Q` �
b+`QHH Qzb2i i?�i /Bz2`b 7`QK i?2 QM2 Q#b2`p2/ BM i?2 pB/2Q `2+Q`/BM;b- �M/ 7`�K2 R-jRj 7Q` C�p�a+`BTi
`2TQ`iBM; �#Qmi b+`QHHBM; #27Q`2 `2M/2`BM; `2�HBx2/ i?Bb Qzb2iX

6B;m`2 "X9, � b+`QHH b2[m2M+2 #v i?2 7Qm`i? T�`iB+BT�Mi QM �K�xQMX :2M2`�H KBb�HB;MK2Mi Q7 b+`QHHBM;
`2TQ`i2/ #v i?2 Zi q2#1M;BM2 �M/ C�p�a+`BTi Bb pBbB#H2X
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6B;m`2 "X8, � b+`QHH b2[m2M+2 #v i?2 7Qm`i? T�`iB+BT�Mi QM �K�xQMX PM 7`�K2 R-kdR- � M2r q2# T�;2
#2;BMb iQ HQ�/X h?2 Zi q2#1M;BM2 MQiB+2b i?2 +?�M;2 �H`2�/v QM2 7`�K2 H�i2`X h?2 C�p�a+`BTi +�HH#�+F
`2TQ`ib �#Qmi i?2 b+`QHHBM; QMHv �7i2` i?2 q2# T�;2 ?�/ #22M HQ�/2/ �M/ i?2 mb2` b+`QHH2/X

6B;m`2 "Xe, � b+`QHH b2[m2M+2 #v i?2 i?B`/ T�`iB+BT�Mi QM LA>X a22 7`�K2 eee 7Q` r`QM; b+`QHH p�Hm2b #v
#Qi? Zi q2#1M;BM2 �M/ C�p�a+`BTiX
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APPENDIX C
Features for Visual Change Classification

In this work, we propose to use computer-vision features to detect visual changes on video recordings
of Web browsing sessions. We suggest 53 features as listed in Table 5.1 on page 64. In the following,
we provide details about the features and variations of features, alongside the color spaces in which we
calculate the features or variations, respectively. The features are designed to describe the difference
between two image pairs, i. e., to detect a visual change from one frame in the video recording to the
next frame in the video recording. The names of the features as listed in Table 5.1 and referred to in the
work are given in parentheses.

Color Spaces An image from a video frame can be interpreted as a rectangular matrix of pixels.
Each pixel holds information about its color. There are various color spaces to define the color. In our
work, we employ the RGB, the HSL, and the YUV color spaces.

The RGB color space is the most common in computer vision. Each pixel holds brightness information
about its red, green, and blue brightness. Almost all monitor panels nowadays consist of corresponding
red, green, and blue subpixels.

The HSL color space is an alternative representation of the RGB color space and is more aligned with
human perception of colors [91, 196]. It defines color as values of hue, saturation, and lightness.

The YUV color space is a color space that was used for analog TV broadcasts. The color is divided into
a grayscale signal, the Y component, that can be straightforwardly interpreted by black-and-white TVs.
The other two channels U and V contain the chroma signal. Those two channels can be interpreted by
color TVs to enrich the picture with colors.

All video recordings in our dataset (Section 5.2) have been compressed using the VP9 codec. The VP9
codec1 uses the YUV color space to store the color information of the video frames. It to stores the
grayscale signal with full resolution in the Y channel, while downsampling the pixel resolution of a
video frame for the chroma signal of the U and V channel. This is motivated by the fact that human
perception is less sensitive to compression in grayscale – which defines the contrast of an image – than
for compression of chroma [121].

1https://www.webmproject.org/vp9/levels
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We take each video frame in the YUV color space and convert the colors to the RGB color space and the
HSL color space. Moreover, we take the Y channel directly as a grayscale image. Certain features have
been computed for multiple color spaces. We indicate the utilized color space in the description and the
name of each feature. For example, the name agg_h/s/l describes the three variations of a feature that
aggregates color values (agg). The three variations in agg_h/s/l are the aggregation in the hue (h),
saturation (s), and lightness (l) channels.

Value-based Features Given an image pair, we can directly interpret the color values from the
pixels. When there is a visual change between two images, some values in the pixel matrix change. We
compare each pixel in one image with the pixel at the same coordinate in the other image and sum up the
differences. We suggest two approaches for the summation of differences, resulting in two features that
have eight variations each. First, we can sum up the value difference between corresponding pixels for
various color spaces (agg_bgr/b/g/r, agg_h/s/l, and agg_gray). Second, we can count how many
corresponding pixels have different values, regardless of the exact difference in the value. Again, this
can be performed across various color spaces (count_bgr/b/g/r, count_h/s/l, and count_gray).

Histogram-based Features Histograms represent the distributions of values in the color channels
of an image. Changes in the color distribution might indicate shifts in what is depicted on an interface,
e. g., when a menu is expanded, or a viewport-filling gallery is shown. Given an image pair, we compute
histograms with 16 uniform bins for each image, considering the RGB and HSL color space and the
images as grayscale. Then, we compute the correlation between the corresponding histograms of both
images (corr_b/g/r, corr_h/s/l, and corr_gray).

Edge-based Features Another popular method in image processing and recognition is to estimate
discontinuities in images, for which human perception is especially sensitive. The edge change frac-
tion [195] counts the pixels of edges that are either introduced or removed when transitioning from the
preceding image to the succeeding. Given an image pair, the maximum count of those incoming edges
and outgoing edges is considered as a feature (change_fraction). We extract edges from the images
with a Canny filter [32]s on the grayscale image with a lower threshold of 64 and an upper threshold of
192. We set the dilation kernel to search for incoming and outgoing edges to five pixels diameter.

Signal-based Features Signal-based features are used in image processing to measure the quality
differences between the two images. The features attempt to approximate the human perception of
reconstruction quality in image compression. This is useful to estimate the effect of compression on
image or video material and might be also useful to detect a visual change between two images. Given
an image pair, we consider one image as the original image and the other image as the compressed
image.
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One signal-based feature we use is the peak signal-to-noise ratio (PSNR) on grayscale images. It consid-
ers the maximum intensity within the original image and the compressed image and relates the maximum
intensity to the mean square error between the original image and the compressed image. We compute
this feature for the grayscale version of the image pair (psnr).

Another signal-based feature we use is the structural similarity (SSIM) [191] index. The SSIM index
compares pairwise windows from the original image and the compressed image. The comparison is
performed with the combination of three characteristics of an image: luminance, contrast, and structure.
The result is a decimal value in a range between -1 and 1. A value of 0 indicates no structural similarity.
A value of 1 indicates perfect structural similarity. A negative value speaks for locally inverted image
structures, yet is rather uncommon. The SSIM index can be calculated across an entire image, resulting
in an SSIM map. We calculate the SSIM map using a sliding Gaussian window of size 11 × 11 pixels.
The average of the SSIM map is reported as mean structural similarity (MSSIM). We calculate the
MSSIM for the blue, green, and red channels of the RGB color space (mssim_b/g/r).

Optical-flow-based Features Objects in a video are recorded as a set of adjacent pixels. Optical
flow assumes that between two contiguous video frames the set of pixels constituting an object either
stays in one position ormoves as awhole. Following this assumption, optical flow allows for recognizing
moving objects. Given a pair of images, we compute a dense optical flow [63] on the grayscale version
of the image pair. We report the mean and standard deviation of the angle (angle_mean/std) and the
magnitude (mag_max/mean/std) of the detected movement.

SIFT-based Features The scale-invariant feature transform (SIFT) [122] algorithm is used to detect
and describe local features in images. Given an image pair, we let OpenCV [25] choose 500 key points
on the grayscale version of each image and compute a descriptor per keypoint. Then, we match the de-
scriptors from both images using the Euclidean norm. We count the found matches and filter the match-
ing descriptors with values of 0, 4, 16, 64, 256, and 512 as a threshold (match/_0/4/16/64/256/512).
Matching keypoint pairs with a descriptor distance of zero are rare, whereas a set of matches at a descrip-
tor distance of a value that is at least 500 contains almost all matches. We also check howmany descriptor
matches are also spatially close to each other on the images with a radius of less or equal to three pixels
(match_spatial). The combination of descriptor matches and spatial matches – analogously to optical
flow – can reveal moving objects in an interface. Furthermore, we report about minimum, maximum,
mean, and standard deviation of the descriptor distances (match_dist_min/max/mean/std).

Text-based Features Interfaces often display substantial amounts of text. Frequently, dynamic
interfaces present additional text on the fly, e. g., sub-categories in an online shop or pop-ups that provide
details about a product. For example, when expanding the menu of a music shoppingWeb site, the words
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“Phil Collins” may appear. Given an image pair, we detect text using the Tesseract 4.02 optical character
recognition library. Tesseract employs an LSTM neural network architecture to detect text on images.
We use the official training data for English as provided by the developers to train the neural network.3

After the application of Tesseract on our data, we filter the detected text with a confidence value above
0.5 and erase non-ASCII characters.

We use a bag-of-words representation for comparing two sets of recognized words from the two images.
It is to be noticed that one word can occur multiple times in a set. If we recognize two times “car”, the
word “car” will be present two times in the set of recognized words. We exclude words of less than three
characters. We match the words from the two images pairwise and report the number of terms that have
no matching partner in the other image (diff_words_count. As another feature, we count the unique
words in both images. For this, we take the two sets of words from the two images and erase duplicates
in each set. Then, we erase words that occur in both images. Finally, we take the number of words left
from both images (unique_term_count).

Another popular approach to compare texts is a character n-gram. Given a string, n-grams represent
the string as the bag of all (possibly overlapping) substrings of length n. A string of length k has k-
n+1 substrings of this kind. When considering n = 3 and the text “click here,” the n-grams would be
“cli,” “lic,” and so forth. The tokens cover characters across words because space itself is considered
as a character. Similar to Sikuli [194], a tool that uses image processing on the screen contents to
recognize interface elements, we define n = 3 in our experiments. We consider the set of n-grams per
image and find the matches. Then, we report features like the count of matches of n-grams between the
two images (n_grams_match_count), the amount of n-grams (n_grams_min_count/max_count), the
ratio of the count of matches against the minimum number of unique n-grams from both images (n_-
grams_match_ratio), the Jaccard similarity of the n-grams (n_grams_jaccard), and the vocabulary
size of both images combined (n_grams_vocabulary_size).

2https://github.com/tesseract-ocr/tesseract
3https://github.com/tesseract-ocr/tessdata
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APPENDIX D
Additional Visual Change Classifier

The table below shows the visual change classifiers when considering only value-based, edge-based,
signal-based, and SIFT-based features. We employ four-fold cross-validation. One user session acts
as training data, and three user sessions act as test data. We report F1 scores and the shot-detection
measures of coverage and overflow (excluding fixed elements). R. Forest is a random forest classifier.
The best classifier result per Web site is printed in bold font. ↑ denotes that a higher value is better. ↓
denotes that a lower value is better.

Shopping Sites Walmart Amazon Steam

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 94%± 02% 88%± 02% 95%± 01% 91%± 01% 92%± 00% 72%± 03%
↑ Visual Change [F1] 88%± 03% 79%± 02% 85%± 03% 76%± 01% 81%± 02% 58%± 01%
↑ Agg. Coverage 0.96± 0.04 0.81± 0.02 0.96± 0.02 0.87± 0.04 0.91± 0.03 0.82± 0.03

↓ Agg. Overflow 0.17± 0.07 0.04± 0.03 0.12± 0.04 0.11± 0.03 0.08± 0.06 0.11± 0.05

News Sites Reddit CNN Guardian

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 96%± 01% 84%± 03% 93%± 03% 76%± 07% 97%± 00% 80%± 02%
↑ Visual Change [F1] 74%± 04% 45%± 05% 60%± 09% 33%± 01% 79%± 03% 44%± 03%
↑ Agg. Coverage 0.96± 0.03 0.75± 0.02 0.83± 0.09 0.53± 0.05 0.87± 0.02 0.51± 0.02

↓ Agg. Overflow 0.10± 0.05 0.00± 0.00 0.30± 0.20 0.08± 0.13 0.07± 0.05 0.00± 0.00

Health Sites NIH WebMD MayoClinic

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 97%± 01% 87%± 02% 93%± 01% 86%± 02% 98%± 00% 94%± 01%
↑ Visual Change [F1] 92%± 03% 72%± 01% 73%± 02% 63%± 04% 90%± 01% 79%± 01%
↑ Agg. Coverage 0.97± 0.02 0.68± 0.09 0.90± 0.03 0.82± 0.04 0.96± 0.02 0.77± 0.02

↓ Agg. Overflow 0.11± 0.05 0.00± 0.00 0.13± 0.05 0.07± 0.02 0.06± 0.01 0.05± 0.03

Car Sites General Motors Nissan Kia

Classifier R. Forest Baseline R. Forest Baseline R. Forest Baseline
↑ Visual Same [F1] 97%± 00% 83%± 03% 97%± 00% 93%± 01% 97%± 00% 93%± 01%
↑ Visual Change [F1] 82%± 01% 40%± 03% 90%± 01% 79%± 02% 84%± 03% 48%± 01%
↑ Agg. Coverage 0.91± 0.03 0.69± 0.10 0.96± 0.03 0.79± 0.04 0.90± 0.05 0.80± 0.03

↓ Agg. Overflow 0.24± 0.07 0.21± 0.19 0.13± 0.06 0.10± 0.10 0.14± 0.10 0.04± 0.07
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APPENDIX E
Discovered Visual Stimuli on NIH.gov

In the following, we show all thirty visual stimuli that we discovered in the video recordings of four
users on NIH.gov, excluding fixed elements. Mouse traces and scanpaths by the four users have been
added as overlays. Each user is represented by a unique color.

nih\stimuli\1_html\10.png nih\stimuli\1_html\0.png

nih\stimuli\1_html\1.png

nih\stimuli\1_html\13.png

6B;m`2 1XR, 6Qm` pBbm�H biBKmHB /Bb+Qp2`2/ BM i?2 mb2` b2bbBQMb QM LA>X

167



Appendix E Discovered Visual Stimuli on NIH.gov

nih\stimuli\1_html\2.png

nih\stimuli\1_html\4.png

nih\stimuli\1_html\7.png

nih\stimuli\1_html\3.png

nih\stimuli\1_html\6.png

nih\stimuli\1_html\5.png

6B;m`2 1Xk, aBt pBbm�H biBKmHB /Bb+Qp2`2/ BM i?2 mb2` b2bbBQMb QM LA>X
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nih\stimuli\1_html\11.png

nih\stimuli\1_html\8.png nih\stimuli\1_html\18.png nih\stimuli\1_html\21.png

nih\stimuli\1_html\12.png

6B;m`2 1Xj, 6Bp2 pBbm�H biBKmHB /Bb+Qp2`2/ BM i?2 mb2` b2bbBQMb QM LA>X
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nih\stimuli\1_html\24.png nih\stimuli\1_html\9.png nih\stimuli\1_html\14.png

nih\stimuli\1_html\25.png nih\stimuli\1_html\20.png nih\stimuli\1_html\15.png

nih\stimuli\1_html\23.png nih\stimuli\1_html\22.png nih\stimuli\1_html\16.png

nih\stimuli\1_html\19.png nih\stimuli\1_html\17.png nih\stimuli\1_html\26.png

nih\stimuli\1_html\28.png nih\stimuli\1_html\29.png nih\stimuli\1_html\27.png

6B;m`2 1X9, 6B7i22M pBbm�H biBKmHB /Bb+Qp2`2/ BM i?2 mb2` b2bbBQMb QM LA>X
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APPENDIX F
Examples from the Computational Evaluation
of the Visual Stimuli Discovery

The computational evaluation in Section 5.5 shows that visual stimuli can reduce the amount of infor-
mation that a usability expert has to examine substantially while reflecting the contents of the video
recordings correctly. However, our implementation of visual stimuli discovery does not produce per-
fect results, i. e., sometimes the visual change classifier fails in detecting a visual change. Following, we
show examples from the annotation process for the computational evaluation. On the left, we display
the original frame from the video recording. On the right, we display the region from the visual stimulus
that should represent the frame on the left. We explain for each example how we decided about the
correctness in the representation of the frame in its respective visual stimulus.

U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6XR, PM i?2 H27i Bb 7`�K2 83d 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 b2+QM/ T�`iB+BT�Mi QM ai2�KX PM i?2
`B;?i Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2 7`�K2
?�b #22M K�`F2/ �b +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmbX h?2 BMi2`7�+2 Bb KQbiHv i?2 b�K2 QM
#Qi? BK�;2b- #mi � /Bz2`2Mi bm#@K2Mm 2Mi`v ?�b #22M ?B;?HB;?i2/X h?Bb 7�HHb mM/2` i?2 +�i2;Q`v Q7
ǳ>B;?HB;?i Q7 +HB+F�#H2 +QMi2Mi\Ǵ BM i?2 /2+BbBQM T`Q+2bb Q7 pBbm�H +?�M;2 7`QK 6B;m`2 8X8 QM T�;2 ek-
r?B+? bB;MB}2b MQ pBbm�H +?�M;2X
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U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6Xk, PM i?2 H27i Bb 7`�K2 Rd9 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 }`bi T�`iB+BT�Mi QM :m�`/B�MX PM i?2
`B;?i Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2 7`�K2
?�b #22M K�`F2/ �b MQi +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmb- #2+�mb2 Q7 i?2 /Bz2`2Mi T?QiQb
#2?BM/ i?2 K2MmX

U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6Xj, PM i?2 H27i Bb 7`�K2 k3d 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 }`bi T�`iB+BT�Mi QM J�vQ*HBMB+X PM
i?2 `B;?i Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2
7`�K2 ?�b #22M K�`F2/ �b MQi +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmb- #2+�mb2 Q7 i?2 KBbbBM;
+�`Qmb2H T?QiQ BM i?2 pBbm�H biBKmHmbX
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U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6X9, PM i?2 H27i Bb 7`�K2 9N9 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 }`bi T�`iB+BT�Mi QM LBbb�MX PM i?2
`B;?i Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2 7`�K2
?�b #22M K�`F2/ �b MQi +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmb- #2+�mb2 Q7 i?2 /Bz2`2Mi bHB/2b BM i?2
+�`Qmb2HX

U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6X8, PM i?2 H27i Bb 7`�K2 3j 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 }`bi T�`iB+BT�Mi QM ai2�KX PM i?2 `B;?i
Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2 7`�K2 ?�b
#22M K�`F2/ �b MQi +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmb #2+�mb2 i?2 ;�K2 iBH2b �`2 /Bz2`2MiX
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U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6Xe, PM i?2 H27i Bb 7`�K2 y 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 }`bi T�`iB+BT�Mi QM q2#J.X PM i?2
`B;?i Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2 7`�K2
?�b #22M K�`F2/ �b MQi +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmb- #2+�mb2 Q7 i?2 /Bz2`2Mi �/ BM i?2
HQr2`@`B;?i +Q`M2`X

U�V 6`�K2 7`QK i?2 pB/2Q U#V *Q``2bTQM/BM; `2;BQM BM i?2 pBbm�H biBKmHmb

6B;m`2 6Xd, PM i?2 H27i Bb 7`�K2 dy 7`QK i?2 pB/2Q `2+Q`/BM; Q7 i?2 }`bi T�`iB+BT�Mi QM _2//BiX PM i?2 `B;?i
Bb i?2 pBbm�H biBKmHmb i?�i `2T`2b2Mib i?�i 7`�K2- +`QTT2/ iQ i?2 +Q``2bTQM/BM; `2;BQMX h?2 7`�K2 ?�b
#22M K�`F2/ �b MQi +Q``2+iHv `2T`2b2Mi2/ #v i?2 pBbm�H biBKmHmb #2+�mb2 i?2 K2Mm Bb KBbbBM; BM i?2 pBbm�H
biBKmHmbX
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APPENDIX G
Custom Form Elements in the Expert Survey
about Visual Stimuli Discovery

We have designed a survey to assess the visual stimuli discovery with usability experts.1 The primary
goal of the survey was to integrate video recordings of users browsing the dynamic Web pages and to
display the corresponding visual stimuli interactively. In this way, the usability experts could get an
insight into the individual analysis tasks and provide us with feedback about how they would perform
those tasks and whether the visual stimuli discovery can improve their workflow.

Displaying the video recordings and the visual stimuli in the online survey have been challenging. We
did not want to rely on an external hosting service for the video recordings. External hosting services
may perform excessive compression of the videos, have issues in streaming performance, and introduce
restricted controls over the video playback. Therefore, we have hosted the survey and all data on our
Web server. This allowed us to add extended controls over the video recordings. A participant could
either control an individual video or use the buttons below the videos to control all videos at once,
i. e., to play, pause, reset, or skim the four videos. See Figure G.1 for a screenshot about how we
presented the video recordings to the usability experts. Besides the video recordings, we have shown
the corresponding visual stimuli to the participants. The height of the visual stimuli often exceeds the
available screen space, why we could not use a standard picture gallery implementation. Therefore, we
have implemented a gallery widget that allows a participant to choose from the generated visual stimuli,
control the level of magnification, pan the visual stimulus via drag-and-drop, and toggle an overlay with
mouse traces and eye gaze path on and off. See Figure G.2 for visual stimulus from the Walmart Web
site without overlay, Figure G.3 for the same visual stimulus with overlay, and Figure G.4 for another
visual stimulus in the same gallery widget.

1https://github.com/raphaelmenges/StupidSurvey.js
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6B;m`2 :XR, q2 /BbTH�v i?2 pB/2Q `2+Q`/BM;b �b i?2 mb2`b ?�p2 2tT2`B2M+2/ i?2 q2# bBi2 QM i?2 b+`22MX h?2
b+`22Mb?Qi b?Qrb i?2 /BbTH�v Q7 i?2 7Qm` pB/2Q `2+Q`/BM;b Q7 i?2 mb2`b QM i?2 q�HK�`i q2# bBi2X
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6B;m`2 :Xk, q2 T`QpB/2 � ;�HH2`v i?�i /BbTH�vb i?2 pBbm�H biBKmHB �b ;2M2`�i2/ #v Qm` K2i?Q/X h?2
b+`22Mb?Qi b?Qrb � pBbm�H biBKmHmb 7`QK i?2 q�HK�`i q2# bBi2X

177



Appendix G Custom Form Elements in the Expert Survey about Visual Stimuli Discovery

6B;m`2 :Xj, � b+`22Mb?Qi Q7 i?2 b�K2 pBbm�H biBKmHmb BM i?2 ;�HH2`v �b BM 6B;m`2 :Xk- #mi rBi? ;�x2 �M/
KQmb2 /�i� Qp2`H�B/X
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APPENDIX H
Interaction in the Web with OptiKey

The OptiKey interface consists of emulation panels with different modes of emulation, i. e., mouse and
various keyboards. For the experimental setup, only the standard QWERTY keyboard (Figure H.1a)
and mouse (Figure H.1b) modes were used. A user can switch between both modes with a virtual button
in the emulation panel. In the following, we describe the interaction procedures required to fulfill the
browsing tasks with OptiKey and Google Chrome, which were executed in the lab study at our university
described in Section 8.1.

Navigation Navigation within a Web page is mostly performed via backward functionality or by
hyperlinks. A user can operate these functions in Google Chrome using OptiKey via mouse emulation.
In the mouse mode of the emulation panel, the “left mouse click” virtual button needs to be selected
to initiate the pointing process. Then, a mouse pointer is displayed at the detected fixation upon the
interface of the active application. After a certain duration of the fixation, the content beneath the gaze
is magnified and presented in the center of the screen as a pop-up overlay. After another dwell time
on the pop-up overlay, a click is performed at the fixation within the magnified content. The additional
magnification step brings the pointing accuracy to a level that enables reliable selection of a hyperlink
that is rendered in text in standard size. See Figure H.2 for the process of clicking.

Scrolling Scrolling on a desktop computer is usually performed with the scrolling wheel on a physi-
cal mouse. OptiKey adopts this paradigm and offers options to emulate the scrolling wheel in its mouse
mode. To perform an upwards scroll event, the virtual button for scrolling up has to be selected. Re-
spectively, the virtual button for scrolling down has to be selected to scroll down in the application
interface. Then, the user has to fixate the coordinate in the interface of the active application where
the scroll event should be spawned. After a dwell time at the fixated coordinate, the scroll emulation is
performed. When a user needs to scroll on the same coordinate multiple times, another virtual button is
available to repeat the last executed action.

Text Input In the keyboard mode, virtual buttons representing keys on a virtual keyboard are dis-
played in the interface. The QWERTY layout has been chosen for the experimental setup.
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Appendix H Interaction in the Web with OptiKey

Bookmarking To add a Web page as a bookmark in Google Chrome, the user has to perform a click
on a “star” symbol, which is placed in the interface of Google Chrome next to the address bar. We asked
the participants to finish the task with a second click on the “Done” button in the bookmark pop-up.

For accessing the available bookmarks, a procedure of multiple mouse click events must be performed.
In Google Chrome, the bookmarks are accessible through a sub-menu of the general menu. It becomes
visible after clicking at the three dots, next to the star for adding the current page as a bookmark. In
total, three clicks are necessary to access a saved bookmark; two clicks for the menu navigation and a
third click for the selection.
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U�V E2v#Q�`/ KQ/2 T�bb2b BMTmii2/ i2ti �b 2KmH�i2/ F2v#Q�`/ 2p2Mib iQ i?2 �+iBp2
�TTHB+�iBQMX

U#V JQmb2 KQ/2 72�im`2b p�`BQmb KQmb2 2p2Mib HBF2 H27i +HB+F U}`bi pB`im�H #miiQM 7`QK H27iV
�M/ b+`QHHBM; U7Qm`i? �M/ }7i? pB`im�H #miiQM 7`QK H27iVX

6B;m`2 >XR, hrQ KQ/2b Q7 PTiBE2v �`2 mb2/ BM i?2 2tT2`BK2MibX 6B`bi- i?2 F2v#Q�`/ KQ/2 U�+iBp2 �7i2` i?2
bi�`imT Q7 PTiBE2vV 2M�#H2b i2ti BMTmi QM � pB`im�H F2v#Q�`/X a2+QM/- i?2 KQmb2 KQ/2 72�im`2b i?2
2KmH�iBQM Q7 +QKKQM KQmb2 2p2MibX
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U�V h?2 }`bi /r2HH iBK2 BMBiB�i2b i?2 +HB+F +QQ`/BM�i2X

U#V J�;MB}2/ b+`22M �b i?2 b2+QM/ bi2T BM i?2 KQmb2 +HB+F 2KmH�iBQM 7Q` KQ`2 �++m`�i2
TQBMiBM;X

6B;m`2 >Xk, �7i2` b2H2+iBQM Q7 i?2 ǳH27i KQmb2 +HB+FǴ pB`im�H #miiQM QM i?2 H27i Q7 i?2 2KmH�iBQM T�M2H-
+HB+FBM; Bb T2`7Q`K2/ BM irQ bi2TbX 6B`bi- � mb2` }t�i2b i?2 `2;BQM iQ +HB+FX �7i2` � /r2HH iBK2- i?2 `2;BQM
Bb K�;MB}2/ �M/ /BbTH�v2/ BM i?2 +2Mi2` Q7 i?2 b+`22MX � b2+QM/ }t�iBQM rBi? /r2HH iBK2 Bb M2+2bb�`v iQ
+?QQb2 i?2 }M�H +QQ`/BM�i2 Q7 +HB+FX h?2 T`Q;`2bb Q7 /r2HH iBK2 Bb pBbm�HBx2/ #v i?2 }HHBM; TB2 M2ti iQ i?2
#B; #H�+F �``Qr- r?B+? BM/B+�i2b i?2 +QQ`/BM�i2 Q7 i?2 }t�iBQMX

184



APPENDIX I
Tasks for the MAMEM First Phase Trials

The dictated tasks for the MAMEM first phase trials are denoted in the following. Required online
accounts had been provided by the experimenter.

E-mail Task

1. User is asked to go to the tab overview

2. User is asked to add a new tab

3. User is asked to go to “Gmail.com” via manually typing of the URL

4. User is asked to sign into “Gmail.com”

5. User is asked to read a received E-Mail

6. User is asked to respond to an E-Mail by writing “hello world”

7. User is asked to send the E-Mail

8. User proceeds to task I

Photo Task

1. User is asked to go to the tab overview

2. User is asked to go to “Edit the URL”

3. User is asked to visit the bookmark overview

4. User is asked to go to the “Picresize.com” bookmark

5. User is asked to choose a sample picture of choice on the Web page

6. User is asked to rotate the picture 90 degrees counter-clockwise

7. User is asked to choose a special effect of choice

8. User is asked to choose “I’m Done, Resize My Picture!”

9. User proceeds to I
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Appendix I Tasks for the MAMEM First Phase Trials

Social Media Task

1. User is asked to go to the tab overview

2. User is asked to add a new tab

3. User is asked to visit the bookmark overview

4. User is asked to go to the “Twitter.com” bookmark

5. User is asked to search for the “MAMEM Project”

6. User is asked to select the MAMEM project page

7. User is asked to follow the MAMEM project

8. User is asked to post a text message on MAMEM project’s page

9. User proceeds to I

Video Task

1. User is asked to go to the tab overview

2. User is asked to add a new tab

3. User is asked to visit the bookmark overview

4. User is asked to go to the “YouTube.com” bookmark

5. User is asked to search for “gazetheweb mamem”

6. User is asked to select the first video

7. User is asked to pause the video

8. User is asked to play again the video

9. User is asked to close the tab with the YouTube page

10. End of dictated tasks
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