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Zusammenfassung

Künstliche Intelligenz (KI) wird in zahlreichen Branchen zunehmend eingesetzt,
einschließlich im Bildungsbereich. Anwendungen der künstlichen Intelligenz (KI)
werden für Schulen und Universitäten immer wichtiger, sei es für die automati-
sierte Bewertung, intelligente Bildungssysteme, individuelles Lernen oder die Un-
terstützung des Personals. ChatGPT, ein KI-basierter Chatbot, bietet kohärente und
hilfreiche Antworten basierend auf der Analyse großer Datenmengen. Die Integrati-
on von ChatGPT, einem fortschrittlichen Natural Language Processing (NLP)-Tool,
das von OpenAI entwickelt wurde, in die Hochschulbildung hat großes Interesse
und Diskussionen ausgelöst. Da die Technologie bereits von vielen Studierenden
und Lehrkräften adaptiert wurde, untersucht diese Studie die auf Universitätsweb-
sites geäußerten Meinungen zur Integration von ChatGPT in die Bildung durch die
Erstellung eines umfassenden Sentiment-Analyse-Rahmens unter Verwendung des
Hierarchical Residual RSigELU Attention Network (HR-RAN). Der vorgeschlage-
ne Rahmen adressiert mehrere Herausforderungen der Sentiment-Analyse, wie die
Erfassung feinkörniger Sentiment-Nuancen, die Einbeziehung kontextueller Infor-
mationen und die Bewältigung komplexer sprachlicher Ausdrücke in universitären
Bewertungsdaten.

Die Methodik umfasst mehrere Schritte, darunter die Datensammlung von verschie-
denen Bildungswebsites, Blogs und Nachrichtenplattformen. Die Daten werden vor-
verarbeitet, um Emoticons, URLs und Tags zu behandeln und dann sarkastische
Texte mit dem eXtreme Learning Hyperband Network (XLHN) zu erkennen und
zu entfernen. Sätze werden basierend auf Ähnlichkeiten gruppiert und Themen
werden mithilfe des Non-negative Term Document Matrix Factorization (NTDMF)-
Ansatzes modelliert. Es werden Merkmale wie lexiko semantische, lexiko struktu-
relle und numerische Merkmale extrahiert. Eine Abhängigkeitsanalyse und Kore-
ferenzauflösung werden durchgeführt, um grammatikalische Strukturen zu analy-
sieren und semantische Beziehungen zu verstehen. Word Embeddings verwenden
das Word2Vec Modell, um semantische Beziehungen zwischen Wörtern zu erfassen.
Der vorverarbeitete Text und die extrahierten Merkmale werden in den HR-RAN-
Klassifikator eingegeben, um die Stimmungen als positiv, negativ oder neutral zu
kategorisieren.

Die Ergebnisse der Sentiment-Analyse zeigen, dass 74,8 % der Stimmungen gegen-
über ChatGPT in der Hochschulbildung neutral sind, 21,5 % positiv und nur 3,7
% negativ. Dies deutet auf eine überwiegende Neutralität unter den Nutzern hin,
wobei ein signifikanter Anteil positive Ansichten äußert und ein sehr kleiner Pro-
zentsatz negative Meinungen hat. Darüber hinaus zeigt die Analyse regionale Un-
terschiede, wobei Kanada die höchste Anzahl von Stimmungen aufweist, überwie-
gend neutral, gefolgt von Deutschland, dem Vereinigten Königreich und den USA.
Die Ergebnisse der Sentiment-Analyse werden anhand verschiedener Metriken wie
Genauigkeit, Präzision, Recall, F-Maß und Spezifität bewertet. Die Ergebnisse zei-
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gen, dass der vorgeschlagene Rahmen herkömmliche Sentiment-Analyse-Modelle
übertrifft. Die HR-RAN-Technik erreichte eine Präzision von 98,98 %, einen Recall
von 99,23 %, ein F-Maß von 99,10 %, eine Genauigkeit von 98,88 % und eine Spe-
zifität von 98,31 %. Zusätzlich werden Wortwolken erstellt, um die häufigsten Be-
griffe innerhalb positiver, neutraler und negativer Stimmungen visuell darzustel-
len und ein klares und unmittelbares Verständnis der Schwerpunktthemen in den
Daten zu vermitteln. Diese Erkenntnisse können Pädagogen, Administratoren und
Entwicklern Informationen über die Vorteile und Herausforderungen bei der Inte-
gration von ChatGPT in Bildungseinrichtungen bieten, um Verbesserungen in der
Bildungspraxis und der Entwicklung von KI-Tools zu leiten.
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Abstract

Artificial intelligence (AI) is becoming more widely used in a number of industries,
including in the field of education. Applications of artificial intelligence (AI) are
becoming crucial for schools and universities, whether for automated evaluation,
smart educational systems, individualized learning, or staff support. ChatGPT, an
AI-based chatbot, offers coherent and helpful replies based on analyzing large vol-
umes of data. Integrating ChatGPT, a sophisticated Natural Language Processing
(NLP) tool developed by OpenAI, into higher education has sparked significant in-
terest and debate. Since the technology is already adapted by many students and
teachers, this study delves into analyzing the sentiments expressed on university
websites regarding ChatGPT integration into education by creating a comprehen-
sive sentiment analysis framework using Hierarchical Residual RSigELU Attention
Network (HR-RAN). The proposed framework addresses several challenges in sen-
timent analysis, such as capturing fine-grained sentiment nuances, including con-
textual information, and handling complex language expressions in university re-
view data.

The methodology involves several steps, including data collection from various ed-
ucational websites, blogs, and news platforms. The data is preprocessed to han-
dle emoticons, URLs, and tags and then, detect and remove sarcastic text using
the eXtreme Learning Hyperband Network (XLHN). Sentences are then grouped
based on similarity and topics are modeled using the Non-negative Term-Document
Matrix Factorization (NTDMF) approach. Features, such as lexico-semantic, lexico-
structural, and numerical features are extracted. Dependency parsing and corefer-
ence resolution are performed to analyze grammatical structures and understand
semantic relationships. Word embedding uses the Word2Vec model to capture se-
mantic relationships between words. The preprocessed text and extracted features
are inputted into the HR-RAN classifier to categorize sentiments as positive, nega-
tive, or neutral.

The sentiment analysis results indicate that 74.8% of the sentiments towards Chat-
GPT in higher education are neutral, 21.5% are positive, and only 3.7% are negative.
This suggests a predominant neutrality among users, with a significant portion ex-
pressing positive views and a very small percentage holding negative opinions. Ad-
ditionally, the analysis reveals regional variations, with Canada showing the high-
est number of sentiments, predominantly neutral, followed by Germany, the UK,
and the USA. The sentiment analysis results are evaluated based on various met-
rics, such as accuracy, precision, recall, F-measure, and specificity. Results indicate
that the proposed framework outperforms conventional sentiment analysis models.
The HR-RAN technique achieved a precision of 98.98%, recall of 99.23%, F-measure
of 99.10%, accuracy of 98.88%, and specificity of 98.31%. Additionally, word clouds
are generated to visually represent the most common terms within positive, neutral,
and negative sentiments, providing a clear and immediate understanding of the key
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themes in the data. These findings can inform educators, administrators, and devel-
opers about the benefits and challenges of integrating ChatGPT into educational
settings, guiding improvements in educational practices and AI tool development.
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List of Acronyms

Symbol Description
D Collected data
Dclean Emoticons, tags, and URLs handled data
Nclean Total number of handled data
Tin Input text data
Dhandled Handled data
Tsplit Sentence split text
Dcollected Collection of data from input review text
Tsc_removed Special character removed text or data
Tabbrev Abbreviations and contractions handled data
Tcase Case converted text
Tspell Spell checked text
Tnorm Normalized text
Tpreproc Pre-processed data
v Vector of each element in the pre-processed data
I Input layer
H Hidden layer
W Weights
b Bias
Winit Random initialization
F Number of features in the input review text
Hneurons Number of neurons in the hidden layer
ϕ Activation function
Hmax Maximum number of hidden neurons
Hmin Minimum number of hidden neurons
Bcomp Computation budget
Rmax Maximum resources
Rfactor Reduction factor
Θ Hyper-parameter configurations
NΘ Total number of hyper-parameter configurations
RΘ Allocated resources to configurations
Htuned Hidden layer after hyper-parameter tuning
Wout Output weights
H† Invertible form of hidden layer’s output
ŷ Output predictions for sentiment analysis
Nno_sarcasm Total number of texts without sarcastic texts
Tno_sarcasm Sarcastic text removed data
dLeHe LeHe based distance calculation equation
Cnew New cluster after merging nearest distance
L The linkage methods
Sgroup Grouped sentences
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Ngroup Total number of grouped sentences
TDM Term-document matrix
TTM Topic-term matrix
DTM Document-topic matrix
TTMupd Updated topic-term matrix
DTMupd Updated document-topic matrix
MT Transpose matrix
⊙ Element-wise multiplication operator
Topics Modeled topics
Crelevant Relevant content
Nrelevant Total number of relevant contents
Fext Extracted features
Next Total number of extracted features
Ddep Analyzed data for dependency parsing
Tree Dependency tree
Tdep Data after dependency parsing
Eling Linguistic expressions
Nling Total number of linguistic expressions
Ecluster Clustered linguistic expressions
Nclusters Total number of clusters
b Binary variable
J Objective function
Score Score value
Tcoref Text after coreference resolution
Ncoref Total number of texts after coreference resolution
Tcontext Input context texts
Windices Word indices
Wsize Context window size
vcontext Single context vector
ytarget Output of the target words
WT Transpose of the weight matrix
Ttarget Input target words
Poutput Final output probability
Tembed Word embedded data or text
Nembed Total number of word embedded texts
Fextract Feature extraction
Tdata Text data
vrep Vector representation
hfwd Forward direction of the hidden state in GRU
hbwd Backward direction of the hidden state in GRU
hconcat Concatenation of both directions
hhid Hidden representation of concatenation of both directions
cw Trainable parameters
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wnorm Normalized weights
Kw Word-level context vector
Φword Word vector
csent Sentence-level context vector
svector Sentence vector
ŷclass Classification of sentiments
λ Hyper-parameter
σ Sigmoid function
µTripo Tripo membership function
Fset Fuzzy set
k Scaling constant
µupper, µlower Upper limit peak value and lower limit of membership function
µmatch Matching degree of the fuzzy set
fstrength Firing strength
Rcombined Combined rule
Cactions Overall control actions
Ccrisp Crisp value for analyzing sentiments
ccentroid Centroid of the fuzzy set
Sdegree Analyzed sentiments in degree
Npolarity Maximum polarity word count
Ppos Percentage of positive sentiment analysis
Pneg Percentage of negative sentiment analysis
Pneut Percentage of neutral sentiment analysis
TP True positives
TN True negatives
FP False positives
FN False negatives
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1 Introduction

Artificial Intelligence (AI) has the power to transform the way we learn and teach,
thus making it more effective, engaging, and individualized. Artificial intelligence
(AI) in education makes use of technology like natural language processing and ma-
chine learning to improve the educational process [37]. It involves applying algo-
rithms to data analysis, pattern recognition, and prediction making, allowing teach-
ers to tailor instruction to the needs of individual students. There are numerous
potential benefits to using AI in education [3]. Personalized learning, which en-
ables students to learn at their own pace and in a way that best suits their learning
preferences, is one of the most significant advantages of AI in education. This may
improve student performance [72]. Chatbots, automated grading and assessment,
and intelligent tutoring systems can boost productivity, and saveteachers’ time, and
deliver more consistent and accurate feedback [38]. One such organization which
has worked towards development of such an intelligence system is OpenAI. The or-
ganization made a substantial contribution to the advancement of natural language
processing and artificial intelligence. In order to guarantee that Artificial General In-
telligence (AGI) serves humanity as a whole, OpenAI was established in December
2015. Early initiatives from OpenAI, such OpenAI Universe and Gym, were cen-
tered on reinforcement learning and developing environments in which AI agents
might interact and learn. Consequently, the groundwork for OpenAI’s future efforts
to create increasingly complex AI models was established by these projects. The cre-
ation of the Generative Pre-trained Transformer (GPT) marked the first significant
advancement in natural language processing [60]. n language generation tasks, GPT
has represented a major advancements [56].Better data analysis can be achieved by
AI, enabling educators to make data-driven decisions [4]. Additionally, it can raise
student engagement by offering dynamic and captivating educational opportunities
[33]. AI can help make education more inclusive and accessible, allowing learners
from all backgrounds to access high-quality education [15, 80].

Within this landscape of Artificial Intelligence in education, ChatGPT has got sig-
nificant attention for its unique capabilities. Launched in November 2022, ChatGPT
swiftly gained prominence, gaining over 100 million users within two months [85].
Unlike conventional question-answering models, ChatGPT’s applications extend to
AI art prompts, coding assistance, and essay generation [85]. Its versatility has led
to widespread adoption in various educational scenarios, offering assistance in as-
signments, explanations, and personalized learning experiences [55]. The decision
to focus this research on ChatGPT arises from its rapid adoption and transforma-
tive potential. Comparative analyses have highlighted ChatGPT’s superiority over
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other conversational AI options [6]. For instance, the research paper [68] compared
ChatGPT with LaMDA and BlenderBot, which demonstrated ChatGPT’s ability to
handle a larger range of topics and create different opinions within particular situ-
ations. When compared to Google’s feature snippet, ChatGPT demonstrated an ex-
ceptional capacity to generate understandable and easily interpretable replies [34].
Comparative analyses conducted by conducted by [?, ?, 73], showed that ChatGPT
outperformed to other models like Bing Chat and Bard in a variety of tasks. The
success of ChatGPT, surpassing major social media platforms in user acquisition,
underscores its unique position in reshaping educational practices [22].

The integration of ChatGPT into educational systems has also sparked diverse opin-
ions and debates. On one hand, its ability to facilitate learning and assist educators
is widely acknowledged [55]. On the other hand, concerns regarding its impact on
academic integrity, dependence, and the potential for misuse raise essential ques-
tions [85]. The University of British Columbia, as highlighted on their news page
[96], acknowledges the potential of generative AI tools like ChatGPT in academics.
Yet, the university emphasizes addressing the limitations of such tools, including
potential issues with generating incorrect responses and references, as well as pri-
vacy concerns. Therefore, due to the privacy concerns the university recommends
against using ChatGPT in its courses as highlighted in [95]. A similar approach is
observed at the University of Texas Austin (UT Austin), where the Information Secu-
rity Office [91] delves into acceptable usage guidelines and potential risks associated
with integrating AI tools like ChatGPT. The issue is that UT Austin and OpenAI do
not currently have an agreement regarding privacy and security, and that all con-
tent submitted into or generated by ChatGPT is accessible to ChatGPT, OpenAI, and
their employees. Hence, the university emphasize on restricting the use of sensitive
information due to privacy and security concerns. These perspectives underscore
the complex terrain universities navigate when dealing with AI tools. These diverse
opinions and restrictions necessitates a comprehensive analysis of user sentiments
towards ChatGPT, particularly within the context of higher education.

Sentiment analysis is a technique in NLP which enables extracting and analyzing
opinions, emotions, and attitudes from textual data [10]. By applying sentiment
analysis to university review data, this study aims to evaluate the perceptions and
experiences of students and educators using ChatGPT. The goal is to understand
the positive and negative sentiments, providing insights that can inform the devel-
opment and implementation of ChatGPT in educational settings.

1.1 Role of AI in Education

AI is incorporated into learner-centered education systems as part of Education 4.0
[81]. To detail the history of Artificial Intelligence (AI) in education, we must first
explore its evolution from the 1960’s when early intelligent tutoring systems like
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PLATO and the ”Automatic Grader” were developed to provide personalized in-
struction and automate grading tasks [5]. These early systems opened the way for
advances in the 1970’s with the development of systems like TICCIT (Time-shared,
InteractiveComputer-Controlled Instructional Television) that utilized interactive
multimedia to deliver educational content. The emergence of AI-based education
from the 1980’s saw a shift towards computer-based instruction enhanced by the
advent of micro-computers and the World-Wide-Web (WWW) in the 1990’s, leading
to the development of more intelligent and adaptive learning services [5]. The 21st
century has witnessed significant breakthroughs in AI applications in education,
particularly with the advancements in Language Models (LLMs) and generative AI
models. The role of AI in education can be categorized into several key areas:

• Personalized Learning AI makes individualized learning possible by adjust-
ing course materials to meet the unique requirements of every student. By
analyzing students’ learning styles, progress, and difficulties, AI systems can
customize instructional materials and learning paths. Applications like Knew-
ton and Cerego use machine learning algorithms to make real-time recommen-
dations for students, adjusting the content to optimize their learning outcomes
[36].

• Adaptive Learning Adaptive learning technologies utilize AI to provide a cus-
tomized learning experience by dynamically adjusting the difficulty and na-
ture of tasks based on student performance. Platforms such as ALEKS and
BYJU’S are examples of adaptive learning systems that assess students’ abil-
ities and provide personalized learning paths to improve learning outcomes
[36] These systems collect data on student interactions and use it to optimize
their learning journeys, enhancing engagement and effectiveness.

• Support for Teachers Artificial Intelligence (AI) assists educators by automat-
ing tasks like grading and offering insights into student performance. Tools
like automated essay scoring systems and intelligent grading platforms help
reduce the workload on teachers, allowing them to focus more on instruction
and student engagement [36]. AI can also help in creating curriculum content,
planning lessons, and identifying areas where students may need additional
support.

• Enhanced Accessibility AI enhances accessibility in education by providing
tools and resources that support diverse learning needs [64]. For instance, AI
tools such as speech recognition and text-to-speech (TTS) technologies signif-
icantly aid students with disabilities. These tools can transform spoken lan-
guage into written text, facilitating communication for those with speech im-
pairments, and convert text into speech, aiding students with visual impair-
ments or reading difficulties. These technologies help students engage with
educational content more effectively and inclusively [64].
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1.2 Overview of ChatGPT and its Capabilities

OpenAI developed ChatGPT, or Chat Generative Pre-trained Transformer, an ad-
vanced conversational AI model [77]. Leveraging the sophisticated transformer ar-
chitecture, it can generate human-like responses to various inputs, thus making it
highly effective in diverse applications. It was developed by OpenAI, which was
founded in 2015 by Elon Musk, Sam Altman, Greg Brockman, Ilya Sutskever, and
Wojciech Zaremba. While OpenAI has developed various programs, ChatGPT was
launched on November 30, 2022. ChatGPT has evolved from earlier models like
GPT-2 and GPT-3, thereby improving accuracy and contextual understanding with
each iteration [75]. It is optimized for dialogue using Reinforcement Learning with
Human Feedback (RLHF), which employs preference comparisons and human ex-
amples to guide the model towards desired behavior. ChatGPT has gained signif-
icant attention for its ability to engage in coherent and contextually relevant con-
versations, highlighting its potential in various fields, especially education and re-
search.

Figure 1.1 shows the preview of homescreen interface of ChatGPT, where queries
can be posted to get replies.

Figure 1.1: ChatGPT interface [69]

1.2.1 Technological Framework

ChatGPT integrates Reinforcement Learning from Human Feedback (RLHF) meth-
ods with the generative pre-trained transformer to align large language models
with human intent [5]. A variation of the Transformer architecture, a well-liked
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deep-learning model for problems involving natural language processing, is used
in the construction of ChatGPT [11]. The Transformer design comprises an encoder-
decoder structure integrating self-attention mechanisms. Using a large dataset of
paired input-output samples, the model is trained in a supervised manner. The
model gains the ability to predict the most likely token in a sequence based on
prior context during training. This is achieved through the minimization of a loss
function, usually cross-entropy loss, which measures the disparity between the pre-
dicted and actual target distributions [11].

The training dataset used for training ChatGPT included a vast amount of text data
from books, websites, and other sources [99]. ChatGPT’s training dataset consists
of billions of tokens of text used to create training examples for the model. The
pretraining objective is next-word prediction, involving examples where the model
predicts the next word in a sentence based on the input sequence. This training
approach helps ChatGPT generate coherent and contextually relevant responses
[28]. The learning architecture of ChatGPT 3.5 involves fine-tuning the pre-trained
GPT models using reinforcement learning techniques with human feedback. This
is learning happens in 3 main steps [28] as shown in Figure 1.2, Supervised Fine-
Tuning (SFT) Model, Reward Model Training and Proximal Policy Optimization
(PPO) RL Algorithm.

Figure 1.2: Reinforcement learning from human feedback [99]
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1.2.2 ChatGPT Relevance to Education

In the research paper [6], the researcher explored the ways in which educators and
students have improved teaching and learning strategies by using ChatGPT in a va-
riety of educational contexts. It highlights the advantages, challenges, and impacts
of integrating ChatGPT into education, shedding light on the potential benefits. Fig-
ure 1.3 illustrates the main findings from the reviewed studies regarding the utiliza-
tion of ChatGPT in education. It categorizes these findings into two domains: "Chat-
GPT in Learning" and "ChatGPT in Teaching".The findings illustrate that ChatGPT
enhances learning by serving as a virtual assistant, providing on-demand answers,
personalized learning support, and aiding in writing and language proficiency. It
enhances students’ competencies and thereby helping to achieve overall academic
success. For teachers, ChatGPT increases productivity and efficiency by quickly
generating educational content and offering new teaching methodologies. [6].

The integration of ChatGPT in education holds significant promise for personalized
learning experiences and enhanced academic efficiency. By assisting in designing
tailored learning routes for students, serving as online research assistants, overcom-
ing language barriers, automating grading, and offering AI-powered tutoring sup-
port, ChatGPT can optimize time management, foster collaboration, and improve
student outcomes [79]. Additionally, its potential to imitate laboratory experiments,
assist in curriculum design, provide data analysis support, and ensure ethical con-
siderations make it a versatile tool with the capacity to revolutionize teaching, learn-
ing, and research methodologies in the realm of education [79].
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Figure 1.3: An illustration of Utilization of ChatGPT in education [6]

The paper [79] explains briefly about ChatGPT’s utility which extends to diverse
academic domains within higher education, such as basic sciences, engineering,
health sciences, agriculture, management, and social sciences. In basic sciences, it
serves as an interactive tutor, offering clarification on complex topics and promot-
ing self-paced learning. In engineering, it provides concept explanations, aids in
problem-solving, and supports students in understanding challenging engineering
principles, enhancing their learning experiences. Moreover, in social sciences ed-
ucation, ChatGPT aids in concept clarification, guides research methodology, pro-
motes critical thinking exercises, and engages with students on ethical and societal
issues. In health sciences education, ChatGPT aids in understanding medical ter-
minology, simulating clinical scenarios and patient interactions, therefore facilitat-

8



ing case-based learning. Within management sciences education, ChatGPT assists
in analyzing case studies, simulating business scenarios, offering entrepreneurship
guidance, aiding in leadership development, promoting creative thinking and can
help in strategic decision making.

The relevance of ChatGPT in education is highlighted through its potential to en-
hance learning performance and efficiency for students [14]. ChatGPT provides
benefits such as breaking spatial and temporal constraints, offering comprehen-
sive information, assisting with academic tasks, simplifying complex concepts, and
providing interactive question-and-answer interactions similar to human conversa-
tions. These applications of ChatGPT in education aim to improve student learning
experiences, increase engagement, and provide personalized feedback to support
adaptive learning, ultimately contributing to enhanced academic performance [14].

1.2.3 Impact of ChatGPT in the Field of Education

As illustrated in Figure 1.4, the influence of ChatGPT in education is extensive,
leveraging its world-leading Natural Language Processing (NLP) capabilities. Its
word vector model’s performance allows for excellent context conversation ability,
which is well-suited to natural language processing (NLP) tasks like named entity
recognition, text classification, and part-of-speech tagging.

Figure 1.4: Impact of ChatGPT on education [90]

• Influence on Education ChatGPT can assist in knowledge cultivation in pri-
mary education, which is fundamental for primary and secondary schools.
Knowledge serves as a personal core literacy and a resource essential for mod-
ern society, driving innovation, and entrepreneurship. While traditional edu-
cation focuses on simple knowledge impartation, ChatGPT can significantly
enhance this process [97]. In higher education, the emphasis shifts to teaching
students how to use ChatGPT effectively to improve learning and research ef-
ficiency and enhance the quality of education. Educators are encouraged to
move beyond traditional teaching methods, fostering students’ creative think-
ing beyond AI capabilities.
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• Educational Assessment and Evaluation ChatGPT’s capabilities also influ-
ence educational assessment and evaluation methods. Schools might need to
innovate and update their evaluation techniques to focus on creative and spec-
ulative thinking, thereby moving away from traditional exam-based knowl-
edge assessments [97].

• Teaching Plans and Individual Learning Guidance ChatGPT has a profound
impact on overall teaching plans and individual learning guidance. Its power-
ful information search and organization abilities allow it to answer students’
questions quickly and facilitate natural language-based information retrieval
[97]. This capability can revolutionize internet-based information search meth-
ods. Additionally, ChatGPT can serve as an AI teaching assistant, thus aiding
teachers and students in developing course plans, generating question lists,
and assisting with academic papers, programs, and tests.

1.2.4 Strengths of ChatGPT

One of the significant strengths of ChatGPT is its versatility as it can handle a wide
range of topics and conversational styles. This adaptability makes it suitable for var-
ious educational contexts, thereby offering dynamic and engaging learning experi-
ences. Moreover, ChatGPT enhances accessibility by providing educational support
to students who may lack access to traditional educational resources, thereby bridg-
ing gaps in learning opportunities. Its ability to generate contextually relevant and
coherent responses further underscores its potential as a valuable educational tool
[24].

1.2.5 Limitations and Challenges

Despite its strengths, ChatGPT also faces several limitations and challenges. Ethical
concerns, such as data privacy, potential bias in responses, and the risk of misuse
are significant issues that must be addressed [59]. There is also the concern that stu-
dents might become overly reliant on AI tools, thus impacting their critical thinking
and problem-solving skills [59]. Ensuring the accuracy of responses and prevent-
ing misinterpretation of nuanced questions remain ongoing challenges in deploy-
ing ChatGPT in educational settings.Moreover, introducing AI technologies such
as ChatGPT into the classroom necessitates substantial investments in computing
power and infrastructure. Unfortunately, not all educational institutions have equal
access to these resources, which could widen the existing gap between well-funded
and under-resourced schools.

1.2.6 Future Prospects

The prospects of ChatGPT in education are promising with continuous advance-
ments in AI expected to enhance its capabilities further [16]. Integration with other
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technologies, such as Virtual Reality (VR) and Augmented Reality (AR), could cre-
ate immersive learning experiences, thus transforming the educational landscape.
Ongoing efforts to improve ChatGPT through user feedback and continuous learn-
ing will ensure that it remains a valuable and effective tool for education. These
advancements will likely address current limitations, making ChatGPT even more
integral to the educational ecosystem.

1.3 Perspectives and Sentiments on ChatGPT

Sentiment analysis, also referred as opinion mining, is a field within Natural Lan-
guage Processing (NLP) that focuses on determining the sentiment conveyed in text
[30]. This involves classifying text as positive, negative, or neutral and can be ex-
tended to more nuanced categories, such as very positive or negative. Sentiment
analysis aims to understand textual data’s underlying emotions, opinions, and at-
titudes. It leverages various techniques from NLP, machine learning, and compu-
tational linguistics to process and analyze large volumes of text data. Sentiment
analysis typically operates at different levels:

1. Document Level: Evaluates the overall sentiment of an entire document or
review.

2. Sentence Level: Analyzes sentiment expressed in individual sentences within
a document.

3. Entity Level: Combines entity recognition with sentiment analysis to deter-
mine sentiments about specific entities like products, services, or individuals.

4. Aspect-Based Level: A fine-grained analysis that identifies sentiment related
to specific aspects or features within a document, such as customer service,
product quality, or delivery time.

The process of sentiment analysis generally involves the following:

1. Text Preprocessing: Cleaning and preparing text for analysis by removing
noise, such as punctuation, stop words, and stemming words to their root
forms.

2. Feature Extraction: Identifying relevant features or attributes in the text that
contribute to sentiment.

3. Sentiment Classification: Using machine learning algorithms or lexicon-based
approaches to classify text into sentiment categories.

Several commentators argue that academics must adapt technologies like ChatGPT
into higher education [88]. They emphasize that while there are concerns regarding
academic integrity, these AI tools have the potential to enhance student learning.
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Since there is very little academic literature related to this argument, the authors
in [88] focus on exploring key themes in news articles, especially about ChatGPT
in a higher education context, authors perform content analysis of 100 media arti-
cles. The authors estimated the positive and negative valence of publications on the
subject using Nvivo’s Sentiment Analysis tool. Table 1.1 presents a summary of the
content analysis results. The themes included academic integrity concerns, ways
to encourage students to avoid using ChatGPT, discussions on policy decisions re-
garding ChatGPT, considerations on incorporating ChatGPT into teaching practices,
and the voices represented in the articles, including university staff, students, and
ChatGPT itself.

Table 1.1: Content analysis of news articles [88]
Code Definition Article

count
Academic Integrity
Catching Discussion of tools that can be used for

detecting the use of ChatGPT
87

Concern General concerns about cheating/contract
cheating/unfair admissions

51

Educate Addressing concerns by educating students or
referring to a Code of Conduct

54

Example Specific stories and examples about failing or
penalising students for using ChatGPT

25

Subject Some disciplines or types of assignments that
might be more at risk than others

20

Avoidance
Adaptation Plans to restructure assignments or courses to

minimise use of ChatGPT, including examples
of specific assignments or tasks that ChatGPT
cannot do

87

Errors General criticism of errors made by ChatGPT
or mentioning false referencing (outside of a
specific context, such as learning or adapting
assignments)

62

Learning Specific concerns about negative impacts on
learning outcomes

50

Policy
Undecided University is considering their policy on

ChatGPT
41

No Use University has banned or discouraged
ChatGPT

22
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Code Definition Article
count

Allowed University has encouraged or not banned
ChatGPT

18

Embrace
Teaching Ideas for how ChatGPT can be usefully

incorporated into teaching (e.g., using as a
class activity, producing teaching resources)

58

Too hard It is too hard to ban, for practical or other
reasons

45

Workplace Justifying the use of ChatGPT in universities
by linking to real-world/workplace practice

25

Equity ChatGPT can be used to
improve/enhance/address concerns with
equity or help struggling students. This does
not have to be a specific equity group (e.g.,
reducing student stress or anxiety)

24

Voice
Academic Story, quote or example of a university

academic or other university staff member
86

Student Story, quote or example of a university student 79
ChatGPT It is acknowledged that ChatGPT wrote part of

the article, or ChatGPT responses are quoted as
examples in text, or a ChatGPT spokesperson

30

The findings of the analysis in [88] shed light on significant academic integrity con-
cerns within universities, prompting discussions on how to address the potential
risks associated with AI tools like ChatGPT. The results showed a mixed response
from universities and the general public, with a primary focus on academic integrity
concerns and innovative assessment design opportunities [88]. Specifically, the anal-
ysis highlighted that some universities were considering banning ChatGPT, while
others were in the process of reviewing and updating their policies regarding the
use of AI tools in academia [88]. The authors also identified discussions on how
universities might adapt their teaching practices to integrate AI tools ethically and
effectively, emphasizing the importance of preparing students for a digital world
where AI technologies are becoming increasingly prevalent.

1.4 Identification of Key Issues and Challenges

While the usage of ChatGPT in higher education presents several benefits, it also
comes with a set of disadvantages, risks, and challenges. These include the potential
for misuse leading to academic misconduct such as fabrication and spread of false
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information [14]. Additionally, concerns exist regarding the impact of ChatGPT on
traditional educational norms and practices, the possibility of students becoming
overly dependent on AI technologies, and the ethical considerations surrounding
the use of AI in educational settings. Striking a balance between leveraging the
advantages of ChatGPT while mitigating these risks is crucial for successful imple-
mentation in higher education [14].

Generative AI models like ChatGPT present both opportunities and challenges in
educational settings. While they offer valuable assistance, they also exhibit limita-
tions that need to be addressed. One significant drawback is the lack of human in-
teraction, which can be detrimental for students who thrive on personal connections
with educators [12]. Additionally, these models may have a limited understanding
of concepts, as they rely on statistical patterns rather than true comprehension, af-
fecting their ability to tailor explanations to individual learning needs. Moreover,
biases present in the training data can lead to inaccuracies in assessing or grading
student work, potentially perpetuating disparities [12]. Creativity is another area
where generative models fall short, as their responses are constrained by existing
data patterns, impacting the diversity and originality of output. Furthermore, the
effectiveness of these models is heavily reliant on the quality and relevance of the
data they are trained on, which can pose challenges if the data is insufficient or irrel-
evant. Contextual understanding is also a concern, as generative models may strug-
gle to grasp situational nuances, resulting in inappropriate or irrelevant responses.
Personalisation of instruction is another challenge, as these models may offer gen-
eral assistance but struggle to tailor instruction to individual student needs, limit-
ing personalized learning experiences. Lastly, there are privacy and data security
concerns while using generative AI tools in educational settings, highlighting the
importance of making sure the data is handled confidentiality [12].

ChatGPT’s utilization in generating text and explanations brings forth various con-
cerns that necessitate careful consideration in educational and informational con-
texts which is explained in detail in [84]. Firstly, the model’s reliance on training data
introduces biases into its responses, encompassing gender, racial, political, and data
incompleteness biases, thereby compromising the accuracy and fairness of gener-
ated content. Additionally, the potential for misinformation dissemination emerges,
as ChatGPT may inadvertently provide incorrect citations or sources, eroding the
credibility and reliability of the information disseminated. Moreover, distinguish-
ing between texts generated by ChatGPT and those authored by humans poses a
challenge, impeding efforts to evaluate the authenticity and trustworthiness of gen-
erated content, consequently hindering misinformation detection and correction.
Furthermore, ChatGPT’s database may lack the currency and inclusion of pertinent
scientific sources, leading to informational gaps and diminished relevance. Lastly,
the ambiguity surrounding the authorship and citation of ChatGPT-generated text
raises concerns regarding intellectual property rights and academic integrity, neces-
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sitating clarity in citation guidelines to ensure proper sourcing and crediting prac-
tices. These considerations underscore the importance of critical evaluation when
employing ChatGPT in various domains [84].

1.5 Objective of the Study

This study aims to evaluate opinions on integrating ChatGPT in higher education
by developing a sentiment analysis framework. This framework aims to capture de-
tailed sentiments, incorporate context, and handle complex language expressions in
the collected data. The understanding gained will help improve educational prac-
tices and guide developers in enhancing ChatGPT to serve educational needs better.

• Employ webscraping techniques to extract discourse information from official
university websites discussing about ChatGPT. The resulting dataset would
capture academic discussions concerning ChatGPT in education, addressing a
significant gap in current research.

• To develop and implement the proposed HR-RAN classifier to classify senti-
ments as positive, negative, or neutral.

• To utilize dependency parsing to analyze grammatical structures and under-
stand semantic relationships between words, thus ensuring effective incorpo-
ration of contextual information in sentiment analysis.

• To integrate lexico-semantic features, lexico-structural features, and numerical
features into the sentiment analysis process to improve the accuracy and depth
of sentiment detection.

• To develop the eXtreme Learning Hyperband Network (XLHN) for effectively
detecting and interpreting sarcasm in the collected data.

• To develop the topic modelling logic using Non-negative based Term-document
matrix Factorization (NTDMF) for effective topic modelling.

By achieving these objectives, the research aims to provide a comprehensive sen-
timent analysis framework that shows attitudes of universities regarding ChatGPT
integration in higher education, thereby aiding educators and developers in making
informed decisions.

1.6 Significance of the Study

The study’s significance is to understanding sentiments concerning the integration
of ChatGPT in higher education.
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• Enhancement of Educational Practices By identifying positive and negative
attitudes expressed in the blogs, articles, news etc., from students, educators
or official university policies, the study can inform improvements in teach-
ing methods and learning content, thus leading to a more effective learning
environment.

• Informed Decision-Making Educational administrators and policymakers can
benefit from the insights generated through this study. The detailed analysis
of sentiments provides valuable feedback on the impact of ChatGPT, enabling
informed decision-making regarding its integration into the educational sys-
tem.

• Improvement of ChatGPT’s Educational Applications For developers and
researchers working on ChatGPT, this study offers crucial feedback that can
guide further development and enhancement of the technology. By under-
standing the specific areas, where users express positive or negative senti-
ments, developers can focus on improving those aspects, making ChatGPT
a more effective tool for education.

• Addressing Sentiment Analysis Challenges The study contributes to Natural
Language Processing (NLP) and sentiment analysis by addressing significant
challenges, such as capturing fine-grained sentiment nuances, incorporating
contextual information, and handling complex language expressions. The pro-
posed framework using HR-RAN can serve as a model for future research in
sentiment analysis across various domains.

• Contribution to Educational Research This study contributes to educational
research by comprehensively analyzing sentiments toward using advanced AI
tools like ChatGPT in education. The findings can be used as a basis for further
research into the impacts of AI on teaching and learning processes, thereby
contributing to the broader academic discourse on educational technology.

• Guidance for Future AI Integration The study’s outcomes can guide the inte-
gration of AI technologies in educational settings beyond ChatGPT. By high-
lighting the benefits and challenges of using AI for education, the research
provides a roadmap for future AI applications, ensuring that they are imple-
mented to maximize positive outcomes for students and educators.

In summary, this study is significant for its potential to enhance educational prac-
tices, inform decision-making, improve AI tools for education, address sentiment
analysis challenges, contribute to educational research, and guide future AI integra-
tion. These contributions highlight the importance of utilizing sentiment analysis to
optimize the use of AI in higher education.
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1.7 Scope and Delimitations

Scope

• Focus on Higher Education: The study specifically evaluates the adoption of
ChatGPT in higher education, analyzing its impact on teaching and learning
processes.

• Sentiment Analysis Framework: Development of a sentiment analysis frame-
work using HR-RAN to assess user opinions and feedback on ChatGPT.

• Data Sources: Utilizes data collected from official university websites, blogs,
news articles, etc., to gather diverse opinions on ChatGPT adoption.

• Evaluation Metrics: Measures the performance of the sentiment analysis model
through accuracy, precision, recall, and other relevant metrics to ensure effec-
tiveness.

• Technological Integration: It integrates advanced NLP techniques, such as de-
pendency parsing and coreference resolution, to enhance sentiment analysis
accuracy.

Delimitations

• The data collected is only upto a sample size chosen from each university.

• The study relies on publicly available data from online platforms and does not
include direct surveys or user interviews.

1.7.1 Definition of Terms

• Web scraping: Web Scraping is a technology that allows us to extract struc-
tured data from text such as HTML. When data is not provided in a machine-
readable format, like JSON or XML, web scraping is quite helpful [48].

• Sentiment analysis: Sentiment analysis is a subfield of text analysis that may
be used to extract and assess people’s opinions on a given topic, highlighting
its benefits and drawbacks by grouping user opinions into three categories:
positive, negative, and neutral [94].

• Topic modeling:In machine learning and natural language processing, topic
modeling is a technique used to find abstract subjects within a collection of
texts. This unsupervised learning technique aims to automatically recognize
the themes or subjects discussed in a collection of documents [27].
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• Dependency Parsing: An NLP technique to for analyzing a sentence’s gram-
matical structure and identify related words and the nature of their relation-
ships. It helps to understand the semantic relationships and contextual depen-
dencies in sentences [42].

• Coreference Resolution: A process in NLP that determines which words or
phrases in a text refer to the same entity. It improves context understanding
by linking pronouns to corresponding entities [98].

• Kaggle A platform for data science competitions and datasets. It provides
datasets for training and validating machine learning models, thus facilitating
data sharing and analysis for research.

1.8 Thesis Structure

Chapter 1: Introduction

This chapter introduces AI in education, ChatGPT, its significance and challenges in
education, and the relevance of sentiment analysis in understanding its integration
in higher education. It outlines the study’s motivation, research objectives, ques-
tions, and the significance of the study. The chapter also defines key terms and
sets the Scope and delimitations, providing a comprehensive foundation for the re-
search.

Chapter 2: Literature Survey

This chapter reviews existing literature to provide a comprehensive overview of cur-
rent state of knowledge regarding sentiments and attitudes of ChatGPT integration
in education institutions. It also covers previous studies, technological advance-
ments, techniques and identified challenges in sentiment analysis. The research gap
analysis highlights areas lacking in current research, thereby setting the stage for
the proposed study to address these gaps and contribute to the academic discourse.
This chapter also identifies the problem statement and research questions.

Chapter 3: Theoretical Background

This chapter explains technical details such as classifiers, libraries, evaluation met-
rics, and other technical details implemented in this research.

Chapter 4: Proposed Methodology

The methodology chapter details the proposed sentiment analysis framework using
HR-RAN. It describes the data collection process, preprocessing techniques, model
development, and feature extraction methods. The classification and analysis steps
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and the evaluation metrics used to assess the model’s performance are outlined.
This chapter provides a step-by-step research approach.

Chapter 5: Results and Discussion

This chapter presents the sentiment analysis results, thus evaluating the model’s
performance using various metrics. It compares the findings of ChatGPT’s adoption
in higher education with those of previous studies.

Chapter 6: Conclusion and Future Scope

The final chapter summarizes the research findings. It discusses the practical im-
plications for educators, administrators, and developers and provides recommen-
dations for improving ChatGPT’s integration into higher education. The chapter
concludes with suggestions for future research directions, building on the study’s
findings to further explore the potential of AI in education.
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2 Literature Review

The objective of this literature review is as follows. Firstly, it aims to provide a
comprehensive overview of current state of knowledge regarding sentiments and
attitudes of using ChatGPT for education. This involves reviewing existing research
papers, identifying key themes, identifying sentiments expressed, and summarizing
findings to offer insights into the broader discourse surrounding its integration. Ad-
ditionally, this review aims critically to analyze the methodologies employed in pre-
vious studies, evaluating their strengths, limitations, and implications for future re-
search. This serves as a guiding framework for this thesis research implementation
regarding sentiment analysis. This literature review will not only provide knowl-
edge to the ongoing discourse surrounding ChatGPT adoption in higher education
but also contribute to the broader discourse on AI adoption in higher education.
Additionally, this review identifies the existing research gap, thereby identifying
the problem statement and research questions.

2.1 Overview of Sentiments and Opinions Regarding
ChatGPT in Education

The achievement of student-centered learning will be enhanced by the use of AI-
Chatbots in the education sector. The research [82] shows that students are using
chatbots and that there have been significant benefits. Using a stratified random
sampling technique, 47 students were selected, completing questionnaires on de-
mographic information, Chatbot usage, communication preferences, potential use
cases, and barriers. Data analysis, conducted using SPSS (Statistical Package for
the Social Sciences), involved descriptive statistics to outline sample characteristics
and inferential statistics to explore relationships between Chatbot adoption and re-
spondents’ demographics. This methodology aimed to uncover factors influencing
Chatbot adoption in Indian higher education. the study revealed that the majority of
students indicated they would use Chatbots to get help with educational issues and
that they were less likely to use other forms of communication if they were chatting
with Chatbots. This implies that students perceive AI-Chatbots as a valuable tool for
improving their learning experience [82]. The following were the most likely antic-
ipated application cases for chatbots in educational institutions: tutoring, learning
feedback, resolving problems, and providing quick answers. However, concerns
were raised regarding the potential barriers to using Chatbots, such as limited intel-
ligence, privacy issues, and the risk of receiving incorrect advice.
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The paper [85] explains that there is a research gap with respect to how ChatGPT
is perceived and utilized by university students. Understanding the student’s per-
ception is important because it helps in analyzing how to efficiently integrate Chat-
GPT into the education system. The authors bridge this research gap by applying
the "Unified Theory of Acceptance and Use of Technology 2" (UTAUT2) model to
study university students’ adoption and usage of ChatGPT. The study examined
data from 503 Polish public university students and extended the Personal Innova-
tiveness model. The model was tested using the PLS-SEM approach, which revealed
significant impacts on behavioral intention and use behavior. The findings showed
that Hedonic Motivation, Performance Expectancy, and Habit had the greatest ef-
fects on Behavioral Intention. Habit and Facilitating Conditions were the next most
important factors influencing Use Behavior after Behavioral Intention. A total of
54.7% of the variance in Use Behavior and 72.8% of the variance in Behavioral Inten-
tion were explained by the study’s model.According to [85], students shown a high
degree of acceptability and readiness to utilize ChatGPT in their academic studies.
Their perspectives on ChatGPT usage in education were influenced by their habits,
performance expectations, and behavioral intentions.

2.2 Perceptions of Teachers and Students on ChatGPT
Integration to Education

2.2.1 Perceptions of teachers

A systematic review conducted by [57] shows the perceptions of teachers towards
ChatGPT in teaching and learning contexts. Employing a SWOT analysis approach,
the study explored the strengths, weaknesses, opportunities, and threats associated
with ChatGPT integration. Their research revealed that 78.6% of surveyed teach-
ers expressed positive attitudes towards ChatGPT, citing its potential to revolution-
ize education. Despite concerns about potential decreases in critical thinking skills,
teachers acknowledged the tool’s ability to provide diverse learning materials and
foster deeper understanding.

The authors in [22] focused on investigating the perceptions of scholars and PhD
students regarding the implications of ChatGPT, an AI-powered language model,
in the context of education. Through thematic content analysis, the study identified
nine key themes including the changing role of educators, impact on assessment
and evaluation, and personalized learning. It also highlights that AI, such as Chat-
GPT, has the potential to revolutionize traditional learning methods, emphasizing
skills and competencies while redefining the roles of educators. The participants
expressed optimism for the future of AI in education, acknowledging the transfor-
mative impact on the learning process while also recognizing challenges related to
assessment, digital literacy, and ethical considerations [22]. Overall, the findings
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suggest that integrating AI in education, particularly ChatGPT, offers opportunities
for enhancing learning experiences and outcomes for students and universities, al-
though with careful consideration of potential risks and ethical implications. The
study emphasizes the need for continuous dialogue, collaboration among stake-
holders, and the development of best practices to ensure responsible and equitable
use of AI technologies in education.

The study [66] focused on investigating university’s English teachers’ perceptions
of ChatGPT utilization in language teaching and assessment. Employing qualitative
methods, the study aimed to assess teachers’ knowledge, perceived usefulness, chal-
lenges, and concerns regarding ChatGPT integration. Results indicated that while
60% of teachers recognized the potential of ChatGPT as a valuable support tool, con-
cerns regarding students’ overdependence and reliability were common. The study
involved 30 university English teachers with varying levels of experience. The re-
sults and findings include:

• Teachers’ Knowledge of ChatGPT: The study revealed that the participating
teachers had varying levels of understanding about ChatGPT. They often con-
fused it with other applications and did not have a comprehensive grasp of its
functionalities.

• Usefulness of ChatGPT: While many teachers saw the potential of ChatGPT as
a valuable support tool in education, there were concerns about proper guid-
ance and training with regard to using the tool effectively.

• Challenges with ChatGPT: Teachers expressed worries about potential issues
such as students cheating, overdependence on ChatGPT, and doubts about the
reliability of the information provided by the tool. There were concerns about
the changing role of teachers when students become familiar with ChatGPT.

Another study [39] utilized the Technology Acceptance Model (TAM) to explore
university faculty members’ attitudes towards ChatGPT technology in educational
settings. Through interviews with 20 faculty members, the study revealed a pre-
dominant negative sentiment towards ChatGPT integration. Concerns about cheat-
ing, disruption of traditional learning environments, and lack of value addition to
the learning experience were highlighted. However, some teachers acknowledged
potential benefits such as increased student engagement.

The investigation on teachers’ perceptions of ChatGPT as a supporting tool for
teaching and learning through a mixed-methods design was made in [21]. The
study involved in-service teachers from Gr. 6–12 in Dubai and Abu Dhabi, UAE. Re-
sults indicated that 85% of teachers perceived ChatGPT positively, emphasizing its
impact on student learning outcomes, engagement, and motivation. Despite chal-
lenges in lesson planning and assessment, teachers recognized ChatGPT’s ability to
enhance learning experiences and provide personalized instruction.
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2.2.2 Perceptions of students

The integration of ChatGPT into education in research has varied responses from
students, as revealed by research [13]. Initially, students demonstrate limited aware-
ness of cutting-edge AI technologies like ChatGPT. However, they display openness
to incorporating AI to augment productivity and creativity. Analyzing students’
readiness to embrace AI, the Technology Acceptance Model (TAM) examines stu-
dents’ preparedness to embrace AI, emphasizes perceived utility and ease of use
as critical elements impacting acceptance intentions. For instance, in a survey in-
volving 230 third-year interior architecture students in China, findings indicated a
considerable percentage(62%) of students inclined towards integrating AI into their
workflow to enhance productivity and creativity [13]. Despite this receptiveness,
concerns about AI’s potential impact on job opportunities and career prospects are
evident among students. Notably, the study underscores the importance of educa-
tional institutions cultivating emerging technology competence among students to
navigate the design industry’s transformations driven by AI. Such insights can in-
form the design of AI-related curricula and strategies to align with future job market
needs, ultimately enhancing students’ preparedness for AI-driven industry shifts.

Similarly, the research [85] revealed varied responses among students. The study
employs a modified version of the Unified Theory of Acceptance and Use of Tech-
nology (UTAUT2) model for identifying the students’ perceptions of ChatGPT usage
in education. It includes components such as hedonic motivation, performance Ex-
pectancy, Effort Expectancy, Social Influence, Habit, Personal Innovativeness, and
Behavioral Intention [85]. The research findings demonstrate that students are com-
fortable adopting new technologies like ChatGPT, and their frequency of use aids
to developing habitual behavior. Specifically, "Performance expectancy" is identi-
fied as a significant predictor of students’ behavioral intention to use ChatGPT [85].
Furthermore, "Habit" is highlighted as a key factor influencing both behavioral in-
tention and actual use behavior. The study reveals that students are more inclined
to adopt functional technologies like ChatGPT when they have high levels of per-
formance expectancy. Additionally, the positive link between "Hedonic motivation"
and behavioral intention implies that students view AI chat as enjoyable.

Another study [65] delves into the students’ responses to the integration of Chat-
GPT into education, offering insights into their perceptions, challenges, and sugges-
tions. Methodologically, the research engaged 200 Vietnamese university students
with prior experience using ChatGPT for academic purposes, utilizing random sam-
pling techniques. Further, 30 students were selected for semi-structured interviews
to delve deeper into the benefits, challenges, and potential solutions associated with
ChatGPT in higher education. A tailored questionnaire, featuring Likert scale re-
sponses, assessed students’ perceptions, while interviews provided qualitative in-
sights. Students exhibited a positive attitude towards ChatGPT, citing its ease of
use, utility as a search engine, and support for multiple languages. They valued
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it for saving time, offering diverse information, and aiding in learning and reten-
tion. Nonetheless, students recognized barriers such as assessing source reliability,
accurate citation, and handling complex concepts. Despite these challenges, they
proposed solutions including source verification and ethical usage guidelines.

The survey [65] revealed a mean score of 3.58, indicating agreement on ChatGPT’s
benefits, with specific scores highlighting its time-saving nature and knowledge di-
versity. Conversely, concerns about unreliable information and citation difficulties
received a mean score of 3.64, indicating awareness of challenges. The qualitative
data from interviews further enriched the understanding of students’ perspectives.

2.3 Sentiment Analysis: Reviewing Opinions and
Sentiments on ChatGPT Discourse

The author in [52] analyzes worries and concerns expressed on social media regard-
ing ChatGPT adoption in education. Using the academic version of "Twitter Search
API", relevant tweets were collected from December 1, 2022, to March 31, 2023. It
resulted in 247,484 tweets, with 84,828 being original tweets. The research frame-
work included various analytical techniques, including sentiment analysis using the
RoBERTa architecture to classify sentiment in tweets, BERTopic modeling to cluster
negative tweets into distinct topics, and social network analysis to identify prop-
agating concerns. By leveraging NLP tools and methodologies, the study aimed
to analyze discourse on Twitter related to ChatGPT in education as represented in
Figure 2.1.
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Figure 2.1: An illustration of the research framework used for analyzing Twitter data
regarding ChatGPT discourses in education [52]

The sentiment analysis exposed 16,011 were negative, 42,495 were neutral, and
26,322 were positive with respect to ChatGPT in education. The orange line con-
stantly positioned above the blue line in Figure 2.2 implies that twitter users typi-
cally expressed a positive attitude towards the deployment of ChatGPT in educa-
tion. Events, such as the release of the GPT-4 model and ChatGPT surpassing 100
million users, triggered positive sentiment across Twitter during the study period.

Moreover, the topic modeling using BERTopic in the study clustered negative sen-
timent tweets into distinct topics, allowing for the identification of concerns ex-
pressed by Twitter users regarding the use of ChatGPT in education. Key concerns
were identified through the analysis of 200 topics from 16,011 original negative-
sentiment tweets. These topics fell into categories such as workforce challenges,
policy and social concerns, impact on learning outcomes and skill development,
limitation of capabilities, and academic integrity [52].
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Figure 2.2: Twitter sentiment trend and significant events [52]

Another study [93] intended to uncover common feelings, subjects, and viewpoints
that are expressed towards ChatGPT in the education field based on the data col-
lected from Twitter. Data collection for investigating public sentiment on ChatGPT’s
educational use involved sourcing data from Twitter due to its real-time stream, vast
data volume, and accessibility. Spanning from February 1, 2023, to February 12,
2023, tweets were gathered using specific keywords pertinent to ChatGPT and ed-
ucation. These keywords included phrases like ’ChatGPT AND education,’ ’Teach-
ing AND ChatGPT,’ ’ChatGPT AND Students,’ ’ChatGPT AND Exams,’ and ’Chat-
GPT AND Learning.’ Only English tweets were considered, resulting in a dataset of
11,830 unique tweets post-duplicate removal. Data preprocessing steps were imple-
mented to ensure data quality and uniformity. Removal of retweets and duplicates
streamlined the dataset to 11,830 tweets, setting the stage for subsequent analysis.
Textual standardization was achieved by converting all text to lowercase, while un-
wanted noise like URLs, hashtags, emojis, and numbers were eliminated. Tokeniza-
tion further refined the dataset by breaking down sentences into individual words
(tokens), facilitating analysis. Additionally, stemming techniques were applied to
ensure consistency by converting words into their root forms.
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Figure 2.3: Word cloud based on top frequent positive opinion words [93]

Sentiment analysis was performed by annotating each tweet with its sentiment po-
larity, utilizing the TextBlob library’s sentiment analysis capabilities. The sentiment
polarity ranged from -1 to 1, categorizing tweets as positive (>0), negative (<0), or
neutral (=0). Among the 11,830 tweets analyzed, the sentiment breakdown revealed
6,179 tweets expressing positive sentiments, 1,688 expressing negative sentiments,
and 3,963 categorized as neutral. These findings provide insights into public senti-
ment regarding ChatGPT’s role in education and serve as a basis for further analysis
and interpretation. By using TF-IDF methodology, the most frequent used words in
the tweets were analyzed. Word-cloud was created as per Figure 2.3 and Figure 2.4
which represents the Top frequent positive words such as free, creative, available,
intelligent, useful etc., and negative opinion words such as bad, critical, wrong, wor-
ried, complex, false etc.
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Figure 2.4: Word cloud based on top frequent negative opinion words [93]

The paper [93] highlights that most of the analyzed tweets expressed positive senti-
ments towards the use of ChatGPT in education. This positive sentiment indicates
the potential for ChatGPT to play a significant role in education, with growing sup-
port from both educators and students. The conclusion suggests that ChatGPT has
the capacity to transform the education sector, making learning more engaging and
accessible to a wider range of learners. Additionally, the paper [93] compares the
performance of different classifiers for tweet sentiment analysis, with the Support
Vector Machine (SVM) classifier achieving the highest accuracy of 81.4%.

The researchers [48] utilized a dataset from Kaggle, comprising tweets with the
ChatGPT hashtag (ChatGPT), which was continuously updated starting from De-
cember 5, 2022, until the last update on March 17, 2023. This dataset contained a
substantial volume of tweets, totaling 274,581 entries by the final update. Various
data cleaning techniques were applied to enhance the dataset’s quality, including
the removal of duplicates, near-duplicates, tweets from bots, and filtering out irrel-
evant content such as marketing impressions. These meticulous steps ensured that
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the dataset used for analysis was robust and representative of genuine user interac-
tions.

For sentiment analysis, the researchers [48] preprocessed the data and evaluated
three sentiment analysis models "VADER", "Twitter-roBERTa", and "XLM-T". Fol-
lowing a comparative analysis of their performance on a manually labeled subset
of 1,000 tweets, the XLM-T model was selected for sentiment analysis on the full
dataset, because it achieved a sensitivity metric of 67.6% compared to 50.9% and
65.9% for VADER and Twitter-roBERTa models respectively. The result of sentiment
analysis were 35.28% of tweets being positive, 45.79% being neutral and 8.92% of
negative attitude towards common ChatGPT usage. Additionally, the researchers
employed the BERTopic model to extract topics from the tweets dataset, identify-
ing major discussion topics related to ChatGPT on Twitter as shown in Figure 2.5.
The sentiment scores calculated for each topic revealed varying sentiments among
different topics, with most displaying neutral to positive sentiment, while the ’Job
Replacement’ topic leaned slightly towards negativity. Overall, the study indicated
a generally positive public attitude towards ChatGPT on Twitter, emphasizing the
importance of considering social context in technology adoption studies.

Figure 2.5: Top 15 Topics with word count and examples [48]

The study [76] examined public sentiment regarding chatgpt’s influence on educa-
tion. The methodology implemented in this document involved the utilization of
web mining to gather data for the study. A sample of 2003 internet articles was col-
lected from varied sources including news websites, educational technology blogs,
scientific forums, and popular science magazines. These articles were selected based
on their relevance to the influence of ChatGPT on education. Additionally, text anal-
ysis techniques such as tokenization, word frequency analysis, text classification,
sentiment analysis, topic modeling, named entity identification, co-occurrence anal-
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ysis, and clustering were applied to extract, categorize, and analyze information
from the gathered data. Figure 2.6 illustrates the word classification based on Prin-
cipal Component Analysis (PCA). The PCA model categorizes the data into three
significant clusters:

• Education technology and AI - This category reflects the impact of AI tech-
nology like ChatGPT on various educational stakeholders and contemporary
pedagogical practices. Terms such as "education", "learning", "tool", and "tech-
nology" emphasize the growing integration of ChatGPT in educational ecosys-
tems.

• Writing skills development - This cluster focuses on the particular effects of
ChatGPT on writing-related activities, like "writing" and "essay". It demon-
strates how ChatGPT supports language, structure, and content development
while helping students create essays and other written projects.

• The technical and data-driven aspects of using ChatGPT in the classroom -
This category explores ChatGPT’s effects on education from a technological
and linguistic perspective. Terms like "data," "model," "language," and "text"
emphasize the AI-driven mechanisms of ChatGPT, its role in text processing,
and aiding in language comprehension within educational contexts.
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Figure 2.6: Word classification by Principal Component Analysis [76]

The findings of the study revealed significant insights into ChatGPT’s influence on
education. The research not only underscores the transformative potential of Chat-
GPT for both students and educators but also lays the groundwork for future inves-
tigations into its diverse pedagogical applications. Moreover, the study confronts
the challenges and opportunities associated with ChatGPT’s integration in educa-
tional settings, aiming to provide policymakers, educators, and institutions with
insights to make informed decisions about its implementation [76].

Another study [92] emphasizes the need to address concerns regarding the use of
chatbots, particularly ChatGPT, in education. It explains many evidences such as the
swift bans imposed by educational networks in major cities like New York City and
Los Angeles Unified schools due to fears of potential cheating in assignments. This
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highlights the necessity for a thorough investigation into the risks associated with
ChatGPT’s utilization in educational settings to ensure its safe deployment. In re-
sponse to this important need for research, the study seeks to answer the fundamen-
tal research question: What are the specific concerns surrounding the integration of
chatbots, particularly ChatGPT, in education? To answer the research question, the
authors used a three-stage instrumental case study approach

• Social Network Analysis of Tweets: This method implemented includes a
cross-sectional examination of tweets using Social Network examination (SNA).
From December 23, 2022, to January 6, 2023, 2330 tweets from 1530 Twitter
users were gathered and evaluated. The analysis intended to analyze public
discourse regarding the use of ChatGPT in education. sentiment analysis of
these tweets found that positive attitudes were roughly twice as frequent as
negative sentiments. Positive sentiments showed a frequency of 5%, while
negative sentiments were at 2.5%. The majority of sentiments, 92.5%, were
non-categorized, suggesting indecision or neutrality towards ChatGPT in ed-
ucation.

• The Content Analysis of Interviews: it involved interviewing 19 participants
who had experience using ChatGPT in education. These participants, includ-
ing educators, developers, students, and AI freelancers. One of the findings
from the Content Analysis of Interviews was that while some participants rec-
ognized ChatGPT’s potential to enhance educational experiences, others ex-
pressed concerns about potential drawbacks. Specifically, a few participants
highlighted that the misuse of ChatGPT by learners could potentially hinder
their innovative capabilities and critical thinking skills.

• Investigation of user experiences: three experienced educators engaged with
ChatGPT for a week to test various teaching and learning scenarios. Daily
meetings were held throughout the week to discuss and summarize the ob-
tained results.

The study concludes that while ChatGPT holds great potential to revolutionize ed-
ucation by providing innovative tools for both teaching and learning, it must be
approached with caution. Key concerns include the risk of cheating, the accuracy
and fairness of provided content, ethical issues such as the potential for reduced
critical thinking, and privacy risks.

2.4 Sentiment analysis methodologies for evaluating
ChatGPT in education

The Table 2.1 shows comprehensive overview of the sentiment analysis methods
and their limitations.
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Table 2.1: Comprehensive review of sentiment analysis methods and their limita-
tions

Paper Objective Technique Result Limitation

[23]

Determinants of
intention to use
ChatGPT for edu-
cational purposes

Unified Theory of
Acceptance and
Use of Technol-
ogy 2 (UTAUT2)

Consistency of
0.909

Due to the focus
on general factors
like missing trust
and privacy con-
cerns, AI adop-
tion was limited
by this model.

[83]

Sentiment anal-
ysis of student
feedback using
multi-head atten-
tion fusion model
of word and con-
text embedding

Ensemble-Long
Short Term Mem-
ory (LSTM)

Specificity of
98.6%

This framework’s
performance
was affected
owing to the
lack of capturing
the nuances of
multi-class classi-
fication tasks.

[86]

Public perception
of ChatGPT and
transfer learning
for tweets senti-
ment analysis

GloVeLSTM
Accuracy of
81.1%

Owing to the
need for high
computation,
this model took
more time for
execution.

[70]
Stability analysis
of ChatGPT-
based sentiment

Large Language
Model (LLM)

Success rate of
0.0645

This framework
had a limited
sample size for
analysis in AI
Quality assur-
ance testing,
thus affecting the
reliability of the
system.

[67]

Sentiment anal-
ysis of student
engagement with
lecture recording

Microsoft Azure
Cognitive Ser-
vices text analyt-
ics

Prediction rate
of 0.98

This methodol-
ogy struggled
to control the
response rate
owing to the
missing data.

The paper [19] demonstrated the sentiment analysis for evaluating the qualitative
responses from students. This model started by gathering the data from a qualita-
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tive feedback text after a semester-based course session at the University. Then, the
text pre-processing stage was performed to find and remove the missing values and
unidentified terms, respectively. Four classifiers were used for sentiment analysis:
Naïve Bayes (NB), Support Vector Machine (SVM), J48 Decision Tree (DT), and Ran-
dom Forest (RF), in which SVM outperformed other models with 63.79% accuracy.
However, this model was not generalized for unseen data owing to the overfitting
issues.

[104] depicted the framework for exploring the public response to ChatGPT with
sentiment analysis and knowledge mapping. Initially, the Latent Dirichlet Alloca-
tion (LDA) topic modeling was applied to analyze the web tweets and comments
from China regarding ChatGPT. The analysis using LDA revealed the main themes,
such as technological impact, social impact, and educational development. Finally,
knowledge mapping was employed to analyze the publication time and research
hotspots that analyzed negative sentiment of 52.2%. Due to the reliance on publicly
available data from social platforms, this model did not fully represent the diverse
societal perspectives.

[71] depicted the methodology for exploring the use of artificial intelligence in under-
graduate exams, especially focusing on the ability of Graduate Teaching Assistants
(GTAs) to detect AI-generated assessments and the effectiveness of ChatGPT. The
main findings were AI-generated assessments generally received higher marks than
student submissions, often achieving A and A+ grades. To perform sentiment anal-
ysis of the feedback data, various ML models were used: Support Vector Machine
(SVM), J48 Decision Tree (J48 DT), Naive Bayes (NB), Random Forest (RF). Among
these, SVM demonstrated the highest accuracy in predicting sentiment with a 10-
fold cross-validation accuracy of 63.79%. Yet, the generalization of this framework
was affected owing to the lack of available sample size.

According to [74], sentiment analysis with a gender component and the diffusion of
innovation theory were used to examine how ChatGPT was adopted by university
students. Initially, five characteristics were investigated that shaped students’ be-
havioral intentions toward ChatGPT: relative advantage, compatibility, ease of use,
observability, and trialability. Then, the adoption and societal implications were ex-
amined. Finally, the mixed-method framework was employed for examining tech-
nology adoption in higher educational settings. Owing to the focus on a specific
demographic, the study’s findings are limited by the small sample size which may
not be representative of broader educational contexts.

A discourse analysis of worries and concerns on social media based on ChatGPT
in education was demonstrated by [53]. To determine the main issues surrounding
the use of ChatGPT in education, Twitter data was examined. The study used the
RoBERTa-based sentiment model for sentiment analysis and the BERT-based topic
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modeling for discourse analysis. In order to find influential users in the conversa-
tion, the social network was finally examined; this approach performed better when
it came to the study of positive sentiments. The study’s primary conclusions demon-
strate that, on the whole, Twitter users had a favorable opinion of using ChatGPT in
the classroom. Five specific problems were found in the investigation, though: pol-
icy and societal concerns, workforce challenges, impact on learning outcomes, lim-
itations of AI capabilities, and academic integrity. The RoBERTa-based model that
is employed determines the accuracy of sentiment analysis; it may not fully capture
the complex emotions that are represented in tweets. Misclassification is a possibil-
ity, especially for complex or ambiguous tweets.

[58] examined higher education faculty perceptions of ChatGPT and the influenc-
ing factors to analyze the sentiment. Primarily, the comprehensive corpus of tweets
was collected. Then, the collected data were analyzed by triangulating the Valence
Aware Dictionary and sEntiment Reasoner (VADER), National Research Council
(NRC) emotion lexicon, and ground coding. The findings show that 40% of sen-
timents expressed were positive, 51% were neutral, and 9% were negative. Due to
the lack of generalization, this framework provided only a snapshot of information.

[49] described how natural language processing methods including sentiment anal-
ysis and topic modeling were used to assess public opinions regarding ChatGPT.
Initially data from Twitter was gathered between December 5, 2022 and June 10,
2023. Then, the most popular topics such as education, bard, search engines, Ope-
nAI, marketing, and cybersecurity were discussed. Education remained a consis-
tently discussed topic, with tweets exploring both the benefits and challenges of
integrating ChatGPT into educational settings. Out of the 3 sentiment analysis
mdoels used: VADER (Valence Aware Dictionary and sEntiment Reasoner), Twitter-
roBERTa, and XLM-T (Multilingual Transformer-based model), the XLM-T, outper-
formed the other three mdoels with appropriate preprocessing. It resulted in the
closest match to human-labeled data. However, due to the reliance on user-provided
descriptions, this model excluded some individuals and oversimplified career iden-
tities.

[87] evaluated the system for analyzing the public’s response to ChatGPT through
data obtained from Twitter. Firstly, the 10,722 tweets data was collected from Twitter
and the collected data were selected for accurate sentiment analysis. Then, the pre-
processing approach was employed, and the Term Frequency-Inverse Document
Frequency (TF-IDF) method was applied for dataset division and vectorization of
text data. Finally, the K-Nearest Neighbors (KNN) was applied for data mining
that attained 88% accuracy when the value of k is 5. The analysis indicates a 74.3%
of positive response to ChatGPT. Howvere, owing to the random selection of re-
sponses, this model did not represent the entire spectrum of user sentiments.
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The document [76] primarily explores the integration and impact of ChatGPT in
education. It focuses on sentiment analysis of higher education faculty perceptions,
analyzing their attitudes towards ChatGPT’s potential and challenges. Initially, the
data was collected by employing web mining, and then the data were pre-processed
based on corpus generation, tokenization, and stop word removal. Then, the infor-
mation was extracted by using Word2Vec. Finally, these embeddings were then
analyzed using Principal Component Analysis (PCA) and t-distributed Stochastic
Neighbor Embedding (t-SNE) to classify the data and extract sentiment insights.
The findings of sentiment analysis revealed a generally positive reception of Chat-
GPT in education, highlighting its role in enhancing student engagement and per-
sonalized learning experiences. Major concerns identified were related to academic
integrity issues, such as plagiarism and cheating, emphasizing the need for ethical
AI use and robust guidelines. The limitation of this model is that it might not cap-
ture nuanced opinions accurately due to the limitations of the Word2Vec model in
understanding context-specific language variations and subtleties in sentiment.

[89] illustrated the sentiment analysis classification system using hybrid BERT mod-
els. The aim of this research was to enhance the accuracy of sentiment analysis by
developing a hybrid BERT-based text classification model. The research proposed
eight hybrid models combining BERT (RoBERTa and DistilBERT) with BiLSTM and
BiGRU layers. The models included variations like DistilBERT-3G, DistilBERT-3L,
DistilBERT-GLG, DistilBERT-LGL, RoBERTa-3G, RoBERTa-3L, RoBERTa-GLG, and
RoBERTa-LGL. The effect of hybridizing the layer of this model using a combination
of Bi-directional Encoder Representations from Transformers (BERT) with Bidirec-
tional Long Short Term Memory (BiLSTM) and Bidirectional Gated Recurrent Unit
(BiGRU) algorithms attained 90.49% accuracy in classifying sentiments. The study
emphasized the need for robust preprocessing steps, including handling emojis, to
improve model performance.

The moth flame optimization with hybrid deep learning-based sentiment catego-
rization toward chatGPT on Twitter was illustrated by [7]. Researchers compared
the performance of Hybrid Deep Learning Model (HDL) and Moth Flame Optimiza-
tion (MFO) in sentiment analysis. Here, the Moth Flame Optimization with Hybrid
Deep Learning-based Sentiment Analysis (MFOHDL-SA) outperformed other exist-
ing techniques with 95.09% accuracy in sentiment classification. Also, the findings
on sentiments regarding chatgpt shows that the users appreciated ChatGPT’s ability
to generate human-like text and its potential to enhance user experiences in conver-
sational AI settings. There were also negative sentiments showing concerns regard-
ing potential for misuse, ethical concerns, and the accuracy of generated responses.
There was also a limitation of the model owing to the small batch size, this model
exhibited low stable training results.
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2.5 Summary and Research Gap

The literature review provides a comprehensive overview of the integration of Chat-
GPT into educational settings, focusing on sentiments and attitudes towards its use.
It examines various studies that highlight both positive and negative perceptions of
ChatGPT in education. The positive aspects include enhanced student engagement
and personalized learning experiences, while concerns center around academic in-
tegrity, privacy issues, and the accuracy of generated content. Different sentiment
analysis methodologies are reviewed, comparing their effectiveness and limitations
in capturing user sentiments. This section identifies gaps in current research, partic-
ularly in nuanced sentiment analysis and the broader implications of AI integration
in education, setting the stage for the proposed study’s objectives and methodolo-
gies.

• A noticeable gap exists in identifying specific sentiments and discourse topics
related to ChatGPT adoption in Higher Education where students and aca-
demic staff actively incorporate such technologies into their daily learning,
research, and teaching tasks.

• Existing research examines sentiments across platforms like Twitter and Red-
dit, there remains an unexplored perspective concerning how academic insti-
tutions perceive and adopt this technology in higher education.

• Sentiment analysis often requires understanding the context in which the text
was written. Capturing and incorporating contextual information effectively
remains a significant challenge, especially in cases, where context could dras-
tically alter sentiment.

• One of the biggest challenges in sentiment analysis is identifying and accu-
rately understanding nuances in sentiment expression, such as sarcasm, irony,
and other figurative language [7].

• The presence of complex language and diverse expressions in the sentence
remains a challenge in effectively analyzing the sentiments [49].

• Several research papers have highlighted the challenge of handling long texts
or large paragraphs in sentiment analysis, necessitating the identification of
attention at different levels. Sentiment analysis on long texts is challenging
due to the presence of multiple sentiments and topics within the same text
[63, 100, 40].

2.5.1 Research questions

1. What are the overall sentiments of universities towards the integration of Chat-
GPT in higher education, what factors influence these sentiments and what are
the main topics or concerns discussed?
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2. How can fine-grained sentiment nuances be effectively captured from the col-
lected data about ChatGPT integration?
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3 Theoretical background

This chapter delves into the machine learning algorithms, evaluation metrics, web
scraping techniques and data processing libraries used in this thesis. It highlights
the integration of these techniques within the sentiment analysis framework, pro-
viding a comprehensive overview of their application in assessing sentiments to-
wards ChatGPT in education.

3.1 Sentiment Analysis

Sentiment analysis is a computational method that systematically identifies, ex-
tracts, quantifies, and studies subjective information from textual data provided as
input to the classification step. It does this by combining natural language process-
ing (NLP), text analysis, and machine learning[18]. It aims to determine the senti-
ment polarity (positive, negative, or neutral) expressed in a piece of text towards a
particular topic, product, service, or entity [20].
Sentiment analysis can be implemented using various approaches:

• Rule-based methods: These use predefined lexicons, which are lists of words
annotated with additional information such as their meanings and sentiment
polarity [2]. Linguistic rules are then applied to identify sentiment in text.
Commonly known approaches are SentiWordNet, VADER, and TextBlob.

• Machine learning techniques: Machine learning algorithms such as Support
Vector Machines (SVM), Naive Bayes, or deep learning models are trained on
labeled datasets to classify sentiment.

• Hybrid approaches: This approach is a combination of rule-based and machine-
learning methods for improved accuracy. A system might use rule-based
methods to pre-process data and then apply machine learning for classifica-
tion.

While rule-based methods provide a straightforward approach to sentiment analy-
sis by using predefined lexicons and linguistic rules, they often fall short in handling
the complexity and variations of human language. Machine learning techniques, on
the other hand, offer significant advantages by learning from data and adapting to
various linguistic patterns. These methods can capture context, deal with ambigui-
ties, and improve accuracy through continuous learning.
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Deep learning is a subset of machine learninguses multi-layered artificial neural net-
works to extract complex patterns from large datasets. Conventional Machine learn-
ing typically uses traditional algorithms like Naive Bayes, Logistic Regression, and
Random Forest. Deep learning employs neural network architectures such as Recur-
rent Neural Networks (RNNs), Deep Neural Networks (DNNs), and Convolutional
Neural Networks (CNNs). While conventional Machine learning techniques often
requires manual feature engineering where relevant features are extracted from the
text data, Deep learning models can automatically learn useful feature representa-
tions from raw text data, eliminating the need for manual feature engineering [43].

3.2 Deep Learning Techniques for Sentiment Analysis

3.2.1 Deep Neural Networks (DNN)

A Deep Neural Network (DNN) is a complex architecture composed of multiple
layers of artificial neurons designed to model intricate patterns in data. These net-
works excel in tasks involving unstructured data such as sequences, texts, and trees
by learning representations through layered processing. A DNN’s layers are made
up of a collection of neurons, each of which takes in inputs, processes them using
a weighted sum, and then runs the outcome via an activation function to add non-
linearity to the model. The core components of DNNs include input layers, hidden
layers, and an output layer which is shown in figure 3.1. The input layer receives
raw data, which is then transformed by several hidden layers, and then the output
layer produces the prediction or classification result [50].

Figure 3.1: Deep Neural Network Architecture [8]
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The working of a DNN involves two primary phases: forward propagation and
backpropagation. Each layer receives the input data during forward propagation,
with each neuron computing a weighted sum of its inputs and applying an activa-
tion function to produce an output. Mathematically, the output of a neuron in layer
l can be represented as

hli = f(W lhl−1 + bl)[50]

where W l and bl are the weight matrix and bias vector for layer l, respectively, hl−1

is the output from the previous layer, and f is the activation function [50]. Back-
propagation involves computing the gradient of the loss function with respect to
each weight using the chain rule and updating the weights to minimize the loss.
The gradient of the loss with respect to the weights in layer l is given by

∂L

∂W l
= δl(hl−1)T [50]

where δl is the error term for layer l and L is the loss function. This iterative process
continues until the network’s performance is optimized. DNNs have shown re-
markable success in various applications, such as sentiment analysis, by effectively
capturing complex structures and relationships within the data [50].

3.2.2 Recurrent Neural Networks (RNN)

Recurrent Neural Networks (RNNs) are tailored for sequential data processing. They
maintain a hidden state that captures information about the preceeding elements
in the sequence, making them particularly suitable for tasks like text classification
where context and order matters [54]. RNNs have connections that create directed
cycles, in contrast to conventional feedforward neural networks, allowing them to
maintain a ’memory’ of previous inputs by persisting state across time steps. This
makes them particularly suited for tasks where the order and context of inputs are
crucial, such as language modeling, speech recognition, and time-series prediction.
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Figure 3.2: Recurrent Neural Network Architecture [26]

As per Figure 3.2, the architecture of an RNN can be visualized through its unfolded
representation, which shows how the network processes a sequence of inputs over
time. In the unfolded RNN architecture, each time step t involves three main com-
ponents: the input x, the hidden state h, and the output o. The hidden state h is
updated at each time step based on the current input x and the previous hidden
state h, using the equation

h(t) = σ(Whh
(t−1) +Wxx

(t) + b)[26]

where Wh and Wx are weight matrices, b is a bias vector, and σ is a nonlinear acti-
vation function such as tanh or ReLU [26]. The output o at each time step is then
computed using

o(t) = V h(t)[26]

[26] where V is another weight matrix. This parameter-sharing mechanism across
different time steps allows the RNN to generalize well to sequences of varying
lengths and capture long-term dependencies effectively [26].

3.2.3 Convolutional Neural Networks (CNN)

A Convolutional Neural Network (CNN) is a type of deep learning model which
can be used for effective text classification tasks because of its ability to capture
local dependencies and hierarchical structures in text [41].
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Figure 3.3: Convolutional Neural Network Architecture [29]

Figure 3.3 shows the basic CNN architecture which typically consists of the follow-
ing layers: Input, Convolution, Pooling, Fully Connected, and Output.

1. Input Layer: Each word in a sentence is represented as a k-dimensional word
vector using embeddings like Word2Vec or GloVe. For a sentence of length n,
this results in an embedding matrix X ∈ Rn×k.

2. Convolutional Layer:

• Filters/Kernels: Convolutional filters w ∈ Rh×k of height h (number of
words) and width k (dimension of word vectors) slide over the input
matrix to extract local features.

• Convolution operation: For each position i in the text, a filter generates
a feature ci by applying the convolution operation:

ci = f (w ·Xi:i+h−1 + b) [47]

where Xi:i+h−1 is the segment of the embedding matrix, b is a bias term,
and f is a non-linear activation function (e.g., ReLU) [47].

3. Feature map:

• The result of the convolution operation across all positions i forms a fea-
ture map:

c = [c1, c2, . . . , cn−h+1][47]

where c ∈ Rn−h+1.

4. Pooling layer:
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• Max-pooling: This operation reduces the dimensionality of the feature
map while retaining the most important features by taking the maximum
value:

ĉ = max(c)[47]

This process helps to capture the most salient feature detected by each
filter, creating a fixed-size output regardless of the input length [47] [41].

5. Fully connected layer:

• The pooled features from different filters are concatenated into a single
vector and passed to a fully connected layer. This layer combines the
features to make a final classification:

z = W · ĉ+ b[47]

where W is the weight matrix, ĉ is the concatenated vector of pooled
features, and b is the bias vector [47].

6. Output layer:

• Softmax Activation: The fully connected layer’s output is passed through
a softmax function to produce a probability distribution over the possible
classes:

ŷ = softmax(z)[47]

where ŷ represents the predicted probabilities for each class [47, 41].

A Convolutional neural network (CNN) for text classification processes input text
through several key layers. First, the text is converted into an embedding matrix,
where each word is indicated by a vector. This matrix serves as the input layer.
Convolutional layers then apply filters to this matrix to detect local patterns like n-
grams. The output of these filters forms feature maps, which highlight important
features in the text. These feature maps are then reduced in size by max-pooling
layers, which retain the most significant features while discarding less important
ones. The pooled features are flattened and passed through fully connected layers,
which combine the information and produce the final classification output through
a softmax activation function. This series of operations allows the CNN to effec-
tively capture and utilize patterns in the text to classify it accurately. Advanced
neural network architectures, like the Hierarchical Attention Network (HAN), are
particularly effective for handling complex textual data. This architecture, which is
the focus of our study, is discussed in the next section.

3.3 Hierarchical Attention Networks (HAN) for Sentiment
Analysis

Hierarchical Attention Networks (HAN) is an advanced neural architecture designed
to address the complexities of document classification. It is primarily used for doc-
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ument classification tasks. It mirrors the hierarchical structure of documents by
incorporating two levels of attention mechanisms: word-level and sentence-level
attention [102]. This allows the model to focus on the most relevant words and sen-
tences, improving interpretability and classification accuracy. HAN effectively cap-
tures the context and importance of different parts of the text / document, making
it particularly powerful for tasks involving long and complex documents.

Figure 3.4: Hierarchical Attention Network Architecture [102]
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Us: sentence context vector
α: importance weight
Uw: word context vector (what is the informative word?)
h→: forward hidden state
h←: backward hidden state
wordsen2,1: The first word in sentence 2

3.3.1 Components of HAN

• Word sequence encoder: It uses a bidirectional GRU (Gated Recurrent Unit) to
encode the sequence of words within each sentence. This captures the context
from both directions (forward and backward) and produces annotations for
each word.

• Word-Level attention layer: Applies an attention mechanism to the word an-
notations to identify the most important words within a sentence. This layer
produces a sentence vector as a weighted sum of word annotations, where the
weights reflect the importance of each word.

• Sentence encoder: Like the word sequence encoder, this component uses a
bidirectional GRU to encode the sequence of sentence vectors, producing an-
notations for each sentence.

• Sentence-Level attention layer: This layer applies an attention mechanism
to the sentence annotations to identify the most important sentences within
a document. It produces a document vector as a weighted sum of sentence
annotations, where the weights reflect the importance of each sentence.

• Document classification layer: The final document vector is used as input to
a softmax classifier to assign labels to the document.

3.3.2 Working of HAN

The HAN’s working mechanism capitalizes on the hierarchical structure of text
data. By first focusing on encoding individual words into vectors, it captures the
context-specific importance of each word within a sentence. The word-level atten-
tion mechanism assigns higher weights to more informative words, contributing
significantly to the sentence representation. This sentence representation is further
processed through a sentence-level encoder and attention mechanism, which aggre-
gates the sentences’ vectors to form a final document representation [102].

1. Word sequence encoder:

• Each word wit in a sentence si is embedded into a vector space: xit =
Wewit.

46



• A bidirectional GRU processes these word vectors to generate annota-
tions: −→

hit = GRU(xit),
←−
hit = GRU(xit)

hit = [
−→
hit,
←−
hit][102]

2. Word-Level attention layer:

• Compute a hidden representation uit for each word annotation:

uit = tanh(Wwhit + bw)[102]

• Measure the importance of each word:

αit =
exp(u⊤ituw)∑
t exp(u

⊤
ituw)

[102]

• Form the sentence vector as a weighted sum of word annotations:

si =
∑
t

αithit[102]

3. Sentence encoder:

• Process the sentence vectors with another bidirectional GRU:

−→
hi = GRU(si),

←−
hi = GRU(si)

hi = [
−→
hi ,
←−
hi ][102]

4. Sentence-Level attention layer:

• Compute a hidden representation ui for each sentence annotation:

ui = tanh(Wshi + bs)[102]

• Measure the importance of each sentence:

αi =
exp(u⊤i us)∑
i exp(u

⊤
i us)

[102]

• Form the document vector as a weighted sum of sentence annotations:

v =
∑
i

αihi[102]

5. Document classification:
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• The document vector v is used as input to a softmax classifier:

p = softmax(Wcv + bc)[102]

• The training loss is the negative log likelihood of the correct labels:

L = −
∑
d

log pdj [102]

where j is the correct label for document d.

3.3.3 Importance of HAN

The hierarchical attention network (HAN) improves document classification accu-
racy in several key ways:

• Hierarchical structure: The HAN mirrors the hierarchical structure of docu-
ments (word -> sentence -> document), allowing it to better capture the natu-
ral organization of text.

• Two levels of attention: It employs attention mechanisms at both the word
and sentence levels, enabling the model to focus on the most relevant words
within sentences and the most important sentences within documents.

• Differential attention: The model can attend differentially to more and less
important content when constructing document representations, helping it
identify the most salient information.

• Improved representation: Important sentence vectors that are similar to the
word sequence represented are created by combining important words into
sentence vectors and then into document vectors, the HAN builds a more in-
formative document representation.

• Context awareness: The hierarchical structure allows the model to consider
words and sentences in context, rather than treating all text elements equally.

• Visualization and interpretability: The attention weights can be visualized
to show which words and sentences were most influential in the classification
decision, providing insights into the model’s reasoning

3.4 Neural Network Components of HAN

3.4.1 Residual Connections

Residual connections, also known as skip connections, are a technique introduced to
address the degradation problem in deep neural networks. They bypass one or more
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layers by creating a shortcut for the input data. Instead of having layers directly
fit a desired underlying function H(x), residual connections let these layers fit a
residual function F (x) = H(x)−x. The original function is then reformed as H(x) =
F (x)+x [31]. This reformulation simplifies the learning process of HAN by focusing
on learning the residuals between layers rather than the entire transformation.

3.4.2 How Residual Connections Work

Residual connections are implemented by adding shortcut paths that skip one or
more layers in advanced neural network architecture such as HAN. These shortcuts
typically perform identity mapping, and their outputs are added to the outputs of
the stacked layers. Formally, a building block in a residual network can be described
as:

y = F (x, {Wi}) + x[31]

where x and y are the input and output vectors, respectively, and F (x, {Wi}) rep-
resents the residual function to be learned, typically consisting of a few layers with
weights {Wi} [31]. This approach allows for the use of deep networks without the
common problems associated with training very deep models, such as vanishing
gradients.

3.4.3 Why Use Residual Connections

1. Ease of optimization: The degradation issue, in which deeper models have
greater training errors than their shallower equivalents, is lessened via resid-
ual connections. By reformulating the learning objective to focus on residuals,
it becomes easier to optimize deep networks. If the optimal function is closer
to an identity mapping, the residual connections help the solver find this op-
timal point by reducing the residuals towards zero [31].

2. Addressing the vanishing gradient problem: Deep networks often suffer
from vanishing gradients, where gradients become exceedingly small during
backpropagation, making training difficult. Residual connections allow gradi-
ents to flow more easily through the network, thus maintaining the effective-
ness of backpropagation even in very deep networks.

3. Improved training and generalization: Residual networks (ResNets) have
been shown to be easier to train and often achieve better accuracy compared
to their plain counterparts. This has been validated across various datasets
where deep residual networks significantly outperformed plain networks with
similar or greater depths.

4. Scalability: Residual connections enable the construction of extremely deep
networks, sometimes exceeding 1000 layers, without encountering severe train-
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ing issues. This scalability opens up new possibilities for building more pow-
erful models that can learn more complex patterns.

By leveraging these advantages, residual connections have become a foundational
component in the design of deep learning architectures, contributing to the success
of many state-of-the-art models in various fields of machine learning and computer
vision [31].

3.4.4 RsigELU activation function

The RSigELU activation function is a novel activation function proposed to address
the vanishing gradient problem and the negative region problem encountered in
traditional activation functions like Sigmoid, Tanh, and ReLU. The RSigELU com-
bines the features of ReLU, Sigmoid, and ELU (Exponential Linear Unit) functions
to provide a more robust activation mechanism in neural networks [46].

RSigELUS (Single-parameter RSigELU):

• Positive Region: In the range 1 < x <∞, the function behaves as x
(

1
1+e−x

)α
+

x, where α is a slope parameter.

• Linear Region: In the range 0 ≤ x ≤ 1, the function behaves linearly as x.

• Negative Region: For −∞ < x < 0, the function behaves as α(ex − 1).

The RSigELUS function is designed to have three active regions: positive, linear,
and negative. The parameter α controls the behavior in the positive and negative
regions. When α = 0, the RSigELUS function reduces to the ReLU function [46].

Equation:

f(x) =


x
(

1
1+e−x

)α
+ x if 1 < x <∞

x if 0 ≤ x ≤ 1

α(ex − 1) if −∞ < x < 0

RSigELUD (Double-parameter RSigELU):

• This function extends RSigELUS by introducing a second parameter β to pro-
vide additional control over the activation function’s behavior in the negative
region [46].

• Positive Region: Same as RSigELUS.

• Linear Region: Same as RSigELUS.

• Negative Region: For −∞ < x < 0, the function behaves as β(ex − 1).
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Equation:

f(x) =


x
(

1
1+e−x

)α
+ x if 1 < x <∞

x if 0 ≤ x ≤ 1

β(ex − 1) if −∞ < x < 0

Overcoming Vanishing Gradient Problem: By incorporating elements of the sigmoid
function in the positive region and ELU in the negative region, RSigELU maintains
gradient flow, thereby avoiding the vanishing gradient problem commonly faced in
deep networks with Sigmoid and Tanh activations [46].

Handling Negative Region: Unlike ReLU, which outputs zero for all negative in-
puts, RSigELU leverages the ELU function in the negative region, ensuring that
negative values contribute to the learning process [46].

3.5 Evaluation metrics

Evaluation metrics or performance metrics are used for evaluating how well a model
performs. These metrics help in assessing the model’s effectiveness and suitability
for the intended task. They provide a quantitative basis for comparing and opti-
mizing different models, guiding the selection of the most effective algorithms for
specific tasks.

Different machine learning tasks require different evaluation metrics. For exam-
ple, classification tasks, where the goal is to assign labels to instances, use metrics
such as accuracy, precision, recall, and F1 score. On the other hand, regression tasks,
which aim to predict continuous values, often utilize metrics like Mean Squared Er-
ror (MSE) and Mean Absolute Error (MAE) [61, 35]. There are also general evalua-
tion metrics such as bias-variance trade-off and and overfitting/underfitting which
helps to ensure that the model is neither too complex nor too simple for the data.

3.5.1 Classification Metrics

Classification metrics are used to evaluate the performance of classification algo-
rithms, which predict categorical labels.

• Confusion matrix
A table that provides an overview of a classification algorithm’s performance
is called a confusion matrix. It shows the true positives (TP), true negatives
(TN), false positives (FP), and false negatives (FN), providing a detailed break-
down of correct and incorrect predictions [61, 35].
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• Accuracy Accuracy represents the ratio of correctly predicted instances to the
total instances [35].

Accuracy =
TP + TN

TP + TN + FP + FN
[35]

• Precision Precision measures the proportion of true positive predictions among
all positive predictions [35].

Precision =
TP

TP + FP
[35]

• Recall Recall, or sensitivity, calculates the proportion of true positives out of
the actual positives [35].

Recall =
TP

TP + FN
[35]

• F1 Score The F1 score is the harmonic mean of precision and recall [35].

F1 Score = 2 · Precision · Recall
Precision + Recall

[35]

• Specificity Specificity measures the proportion of true negatives among all
actual negatives, which is essential for tasks where identifying the negative
class correctly is critical [35].

Specificity =
TN

TN + FP
[35]
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3.6 Libraries and Tools

3.6.1 Web Scraping

Web scraping is the process of automating the information extraction from websites
instead of manually copying data. Web scraping can be performed using many pro-
gramming languages. Among these, Python stands out as the most powerful. This
is due to its huge built-in libraries specifically for web scraping, extensive support
for third-party open-source libraries, and generally higher execution speeds com-
pared to other languages [78].

The web scraping process involves several key steps mentioned in [103]:

• HTTP Request: Send a request to the targeted website using a URL (GET) or
form data (POST).

• Response: Receive the response from the server, which can be in HTML,
JSON, XML, or other formats.

• Parsing: Use tools like Beautiful Soup or Pyquery to parse and navigate the
response data, extracting the required information.

• Data Storage: Store the extracted data in a structured format such as CSV,
JSON, or a database for further use.

All webpages are built using HTML as a primary backbone. Data can be extracted
from both static and dynamic webpages and there are various techniques to extract
depending on the type of webpage and the specific task. Some of these techniques
described in [78, 44] include:

• HTML parsing: Extracting data by parsing the HTML structure of a webpage.

• DOM (Document Object Model) parsing: Navigating and manipulating the
document structure of a webpage to extract data.

• API usage: Interacting with a webpage’s API to retrieve structured data di-
rectly.

• Headless browser scraping: Using headless browsers like Selenium to render
and interact with webpages programmatically.

• Regular expressions: Using pattern matching to find and extract data within
the webpage’s content.

• Computer vision-based webpage analyzers: Employing computer vision tech-
niques to analyze and extract data from webpage images or layouts.

In addition to these techniques, there are many web scraping tools, or libraries avail-
able, such as Beautiful Soup and Selenium [78].
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3.6.2 Beautiful Soup

Beautiful Soup is a Python library designed for parsing HTML and XML documents,
making it a highly effective tool for web scraping to extract data from web pages. It
constructs a parse tree from the given document, allowing for easy navigation and
data extraction [78]. The library provides several methods, such as find(), find_all(),
and select(), to locate elements based on tags, attributes, text content, and more.
However, Beautiful Soup has limitations when dealing with dynamic web pages
that rely on JavaScript to load content after the initial HTML is fetched, as it can
only process static HTML content. To handle dynamic web pages, Beautiful Soup is
often used in conjunction with tools like Selenium, which can render JavaScript and
provide the fully loaded HTML for Beautiful Soup to parse.

3.6.3 Selenium

Selenium can interact with web pages in real-time, making it capable of handling
dynamic content that is loaded through JavaScript. Selenium operates by control-
ling a web browser via scripts written in various programming languages, includ-
ing Python, Java, and C [25]. It works by automating a web browser through its
Web-Driver component, which can be controlled using scripts written in various
programming languages. It initiates a browser instance, navigates to web pages,
and interacts with elements on the page such as buttons, forms, and links, allowing
for dynamic content to be loaded and data to be extracted. This interaction mimics
real user behavior, making Selenium effective for scraping content that requires user
actions. Selenium requires more computing resources and time compared to other
scraping tools. Despite these demands, Selenium’s ability to handle complex web
interactions and its flexibility across different browsers make it an invaluable tool
for web scraping projects that involve dynamic content.

In my implementation, I have utilized a combination of web scraping techniques,
including HTML parsing with Beautiful Soup, real-time interaction with dynamic
content using Selenium. This approach ensured that I could effectively extract data
from both static and dynamic web pages across various university websites.

3.7 Topic Modelling

Topic Modeling is a statistical technique used to discover the underlying thematic
structure within large collections of documents. It identifies hidden patterns by
grouping words into topics, where a topic is a collection of words that frequently
co-occur [45]. The technique is beneficial for organizing and summarizing large
datasets of textual information. Word Clouds are a visualization where the size
of each word reflects its importance or frequency in a given context, making them
particularly useful for presenting the key words in each topic
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3.7.1 Representation using Wordcloud

Word clouds are a popular method for visualizing text data, allowing users to quickly
capture the most frequently occurring words in a dataset by representing them in
varying sizes based on their frequency or importance. In Python, the matplotlib
library is often used in conjunction with the wordcloud module to generate these
visualizations. The process typically involves text preprocessing to remove stop
words and irrelevant terms, followed by tokenizing the text to identify significant
words and their frequencies. These words are then fed into the WordCloud func-
tion from the wordcloud library, which generates a word cloud image that can be
displayed using matplotlib. The size and color of each word in the cloud reflect its
prominence, offering an intuitive means of identifying key themes within a corpus.
According to [32], word clouds can be a useful tool for exploratory data analysis,
enabling researchers to uncover patterns and insights in textual data quickly. Fur-
thermore, [17] highlight the importance of integrating visualization techniques, like
word clouds, with computational methods for topic modeling, as they enhance the
interpretability of complex models and facilitate the communication of results to
broader audiences.

3.8 GUI Development

3.8.1 Tkinter

Tkinter is Python’s standard GUI (Graphical User Interface) library, providing an in-
terface to the Tcl/Tk toolkit. It allows for the creation of desktop applications with
a range of widgets, such as buttons, labels, and text fields [1]. Tkinter integrates
with the Tcl interpreter, enabling developers to design interactive applications. It
supports themed widgets through the ‘tkinter.ttk‘ module and offers various dialog
boxes and layout management options. Tkinter is widely used for its ease of use and
simplicity, making it a popular choice for building Python-based GUI applications
To get started with Tkinter, it can be imported as "from tkinter import *" [1]. In my
implementation, I used Tkinter to create a user-friendly interface for my sentiment
analysis framework. This GUI enables easy interaction and visualization of the sen-
timent analysis results at each step, facilitating better understanding and usability
of the framework
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4 Methodology

In this proposed framework, Hierarchical Attention Networks with Residual con-
nections and RSigELU activation function (HR-RAN) is developed. It is an ad-
vanced neural network architecture for performing sentiment analysis of collected
data regarding ChatGPT integration in higher education. This approach offers an
efficient and effective analysis of sentiments by focusing on different level of granu-
larity in text and also capturing the fine-grained sentiment nuances. The proposed
framework starts with Data collection and the following steps in sequence: han-
dling Emoticons, Uniform Resource Locators (URLs), tags handling, pre-processing,
sarcastic text detection, sentence grouping, topic modeling, content filtering, depen-
dency parsing, coreference resolution, word embedding, feature extraction, classifi-
cation, and calculating the degree of sentiments.

Based on the above steps, this methodology starts by collecting the text data re-
garding ChatGPT adoption for education from official university websites. Then,
the emoticons, URLs, and tags are handled for effective sentiment classification.
Meanwhile, the collected data and the handled data are pre-processed based on sen-
tence splitting, special character removal, abbreviation and contraction handling,
case conversion, spell checking, and text normalization. Next, the sarcastic texts are
detected from the pre-processed output by using the eXtreme Learning Network
(XLNet) with hyperband parameter. After the detection and removal of sarcastic
texts, the sentences are grouped in terms of their similarity by using hierarchical
clustering technique. Subsequently, the Non-negative-based Term-Document Ma-
trix Factorization (NTDMF) is employed to model the topics for effective process-
ing. Further, dependency parsing and coreference resolutions are identified from
the modeled topics. Then, the Word2Vec approach is utilized to perform word em-
bedding by capturing the semantic relationships between words. Now, the output
from the pre-processing, word-embedding, and feature extraction are given to the
classifier called the HR-RAN, which classifies the input texts into positive, nega-
tive, and neutral sentiments. The structural diagram for the proposed framework is
illustrated in Figure 4.1.
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Figure 4.1: Structure of the proposed framework

4.1 Data Collection

The primary data source in this study consists of discussions about ChatGPT col-
lected from official university websites. The data collection process employs two
web scraping techniques: Beautiful Soup and Selenium. These tools effectively han-
dle both static and dynamic web pages and facilitate real-time interaction with dy-
namic content. The data is gathered from universities in four countries: Germany,
the United States, the United Kingdom, and Canada. The universities selected for
this study not only have strong reputations in research and innovation but also
represent diverse educational philosophies and environments, focusing on higher
education. Additionally, these countries offer a broad spectrum of cultural and ed-
ucational contexts, contributing to a comprehensive analysis of how universities
globally communicate about ChatGPT. Table 4.1 shows the universities from which
the data samples are extracted.

To identify relevant content, a systematic search was conducted using key terms
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such as: ‘Artificial Intelligence,’ ‘Machine Learning,’ ‘ChatGPT,’ ‘OpenAI,’ ‘GPT,’
‘Conversational AI,’ ‘AI Integration,’ and ‘Integration into Academics.’ This search
aimed to capture diverse perspectives and discussions on ChatGPT across different
universities. The websites were evaluated for suitability based on the following in-
clusion and exclusion criteria:

Inclusion criteria:

• Discussion of ChatGPT about academic integrity issues.

• Discussion of ChatGPT in relation to its adoption in academics.

• University policies regarding the usefulness of AI tools such as ChatGPT.

• Discussion regarding the positive and negative aspects of ChatGPT concern-
ing education.

Exclusion criteria:

• General discussions where the overall context is not relevant for my research.

• Discussions focusing on other conversational AIs (except ChatGPT).

• Content focused on primary and high schools.

The data collection process is conducted with a strong commitment to ethical web
scraping standards as mentioned in [51] by respecting the terms of use and poli-
cies of the targeted websites. Sensitive or personally identifiable information is
explicitly avoided to protect user privacy. To address potential problems, such as
language variations in the extracted data, language translation tools like Google
Translate, leveraging machine learning and neural machine translation, were uti-
lized. The gathered data for analysis consists of 1,080 entries representing diverse
opinions from official university websites. This data is used to understand the dis-
course surrounding ChatGPT in higher education. To train the sentiment analysis
model, a separate dataset from Kaggle [9] is employed, comprising 98,760 entries
of ChatGPT-related tweets from january to march 2023. This pre-labeled dataset
includes positive, negative, and neutral sentiment labels about users’ opinions re-
garding ChatGPT. By leveraging both datasets, the study aims to provide a thorough
analysis of sentiments towards ChatGPT in academic contexts.

The collected data using web scraping can be represented by the following math-
ematical expression:

D = {d1, d2, d3, . . . , dn}[9]

Where D = {di | i = 1 . . . n}, di indicates the collected review data, and n represents
the total number of collected data. After collection, the data is processed in the next
steps.
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Table 4.1: List of universities from which the data was collected
Country University
Canada Fairleigh Dickinson University

The King’s University
University of Alberta
University of British Columbia
University of Toronto
University of Waterloo

Germany Frankfurt School of Finance & Management
Free University of Berlin
Technical University of Munich (TUM)
University of Hamburg
University of Heidelberg

United Kingdom Cranfield University
Imperial College London
University College London
University of Cambridge
University of Edinburgh
University of Oxford

United States Harvard University
Massachusetts Institute of Technology
Stanford University
University of California, Berkeley
University of Michigan

4.2 Handling Emoticons, URLs, and Tags

This phase processes the collected data by handling emoticons, URLs, and tags
present in the input review text for effective sentiment classification. Emoticons
express emotions directly, influencing the sentiment of the text and providing exact
emotional context in sentiment analysis. Tags like hashtags provide extra context
and focus on key subjects, improving the analysis of sentiments, whereas URLs are
often unrelated to the sentiment and are removed to reduce noise and focus on the
actual text data.

Example:

• Original: "I love ChatGPT! Check out this link: http://example.com #Chat-
GPT #Education"

• Processed: "I love ChatGPT!"
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Thus, the handled review data can be represented as:

Dclean = {dclean,1, dclean,2, . . . , dclean,H}

Here, h = 1 → H , dclean,h represents the emoticons, tags, and URLs handled data
from the original review data, and H depicts the total number of handled data.
Then, these data are input to the next step, which is pre-processing.

4.3 Pre-processing

In this step, the input text data Tin and the handled data Dclean are inputted into
the pre-processing phase for enhancing the quality and consistency of sentiment
analysis. Pre-processing includes sentence splitting, special character removal, ab-
breviation and contraction handling, case conversion, spell checking, and text nor-
malization.

4.3.1 Sentence splitting

Initially, the data from the input review data Tin and handled data Dclean are given
as input to the sentence splitting, which splits the individual sentence from the para-
graph of the text reviews. This process is also important for sentiment analysis to
analyze the sentence separately. Also, the sentiment of the specific parts of the text
is accurately captured to provide more detailed information by splitting the text into
sentences.

Example:

• Original: "ChatGPT is great. It helps a lot."

• Split:

– "ChatGPT is great."

– "It helps a lot."

This can be explained as,

Tsplit = sentence-splitting(Tin, Dclean) = Tsplit

Here, Tsplit indicates the sentence split text and Tsplit(Tin, Dclean) depicts the col-
lection of data from the input review text Tin and handled data Dclean. Thus, the
split sentences Tsplit are then processed for a further approach to accurate sentiment
analysis.
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4.3.2 Special character removal

After splitting the text into individual sentences Tsplit, the presence of special char-
acters is analyzed and removed from each individual sentence. This step identifies
and eliminates special characters, such as non-alphanumeric characters, punctua-
tion marks, and other symbols.

Example:

• Original: "ChatGPT is great! @everyone #AI"

• Processed: "ChatGPT is great everyone AI"

Thus, the special characters are analyzed and removed to enhance the accuracy of
sentiment analysis, which is explained as,

Tsc_removed = Tsplit − SC(Tsplit)

Where, Tsc_removed illustrates the special character removed text or data and SC(Tsplit)
illustrates the special characters, which are present in Tsplit. Thus, the special char-
acter removal process improves the accuracy of sentiment analysis by removing the
irrelevant characters. Also, the text after removing the special characters Tsc_removed

is processed for further pre-processing steps.

4.3.3 Abbreviations and contraction handling

The special character-removed texts Tsc_removed are given as input to the abbrevia-
tions and contraction handling phase. In this phase of text pre-processing for sen-
timent analysis, the standardization of textual representations is focused on ensur-
ing consistency and accuracy in sentiment interpretations. Abbreviations, which
are shortened forms of words or phrases (e.g., “Dr.” for “Doctor”), are expanded,
and contractions, which combine words by omitting certain letters (e.g., “can’t” for
“cannot”), are normalized to maintain consistency. Owing to the utilization of these
abbreviations and contractions in the sentence or text, there are several issues based
on analyzing the sentiments accurately. Here, abbreviations need to be expanded to
ensure accurate interpretations, whereas the contractions are normalized to main-
tain consistency.

Example:

• Original: "Prof. Johnson can’t imagine a class without ChatGPT."

• Processed: "Professor Johnson cannot imagine a class without ChatGPT."

These standardizations helped to improve the accuracy of sentiment classification,
which is illustrated as,

Tabbrev = ΓACH
fun (Tsc_removed)
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Here, Tabbrev indicates the abbreviations and contractions handled data or text and
ΓACH
fun represents the function that handles the expansion and contractions. Thus,

the handled data are applied to further processes for accurately analyzing the senti-
ments.

4.3.4 Case conversion

After expanding the abbreviations and normalizing the contractions from the re-
view data Tabbrev, the case conversion process is performed. This phase converts all
text data to lowercase to facilitate consistent processing for accurate sentiment anal-
ysis.

Example:

• Original: "ChatGPT is Great."

• Processed: "chatgpt is great."

This can be illustrated as,

Tabbrev ⇒ lowercase(Tabbrev) = Tcase

Where, Tcase indicates the case converted text. This conversion removes the vari-
ations that are caused by the inconsistent capitalization by standardizing the text.
After the case conversion, the case-converted texts are fed to the next step for fur-
ther analysis.

4.3.5 Spell checking

Now, the spellings of each word are checked by analyzing the case-converted text
Tcase from the previous stage. Spell check is the process of identifying and correct-
ing spelling errors in textual data by comparing the text words with the dictionary
or language model. Hence, the identification and correction of misspelled words
help to improve the quality by ensuring the correct spelled words.

Example:

• Original: "ChatGPT is greaat."

• Processed: "ChatGPT is great."

This can be depicted as,
Tspell ⇒ Tcase Γ

Spell
fun

Where, Tspell depicts the spell-checked text and review data and ΓSpell
fun demonstrates

the function that performs spell-checking. Thus, this step is important in sentiment
analysis for preventing misinterpretations, which are caused by typing errors or
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misspellings. Also, integrating the spell check with the text pre-processing ensures
the standardization of the input data. Then, the spell-checked sentence or text is
provided to the next and final stage of pre-processing called text normalization.

4.3.6 Text normalization

Now, the spell-checked texts Tspell are converted into a similar format by using text
normalization. In this phase, the spell-checked texts are transformed into a stan-
dard format for enhancing the consistency and accuracy of sentiment analysis. It
reduces the complexity and variability of the text data. This function replaces mul-
tiple spaces with single space, and strips the leading and trailing spaces.

Example:

• Original: "ChatGPT is great. "

• Processed: "ChatGPT is great."

Text normalization is important in sentiment analysis for providing accurate senti-
ment classification based on approaching similar text expressions equally, which is
examined by the following expression.

Tspell
Text Normalization−−−−−−−−−−−→ Tnorm

Where, Tnorm represents the normalized text. Then, the normalized text is also
known as the pre-processed data by performing several stages, such as sentence
splitting, special character removal, abbreviations and contraction handling, case
conversion, spell checking, and text normalization. By applying the above six steps,
this proposed methodology receives a review text or data that has been pre-processed
to guarantee the sentiment analysis’s accuracy, which is shown as,

Tpreproc = {Tpreproc,1, Tpreproc,2, Tpreproc,3, . . . , Tpreproc,pp}

Here, P = 1 → pp, Tpreproc illustrates the pre-processed data, and pp indicates the
total number of pre-processed data. Then, the pre-processed data or text Tpreproc is
provided as input to detect the sarcastic text in the present text.

4.4 Sarcastic Text Detection

After pre-processing each and every individual text or data for accurate analysis of
sentiments, the sarcastic text is detected and removed. Finding and detecting text
that uses sarcasm is known as sarcastic text detection. Here, by utilizing the XL-
Net approach with hyper-parameter, the sarcastic texts are detected and then the
detected sarcastic texts are removed. The eXtreme Learning Network (XLNet) uses
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a bidirectional context modeling approach and optimizes both left and right con-
text during training. This approach also allows the model to capture the complex
dependencies and contextual nuances in the text, which are important for detect-
ing sarcasm. The Hyper-band parameter tuning is also employed in the prevailing
XLNet, which strikes a balance between exploration and exploitation by dynam-
ically allocating resources to configurations based on their performance. Also, it
efficiently identifies and focuses computational resources on the most promising
configurations while exploring a diverse set of hyper-parameter combinations. The
dataset used for training the sarcasm detection model is taken from kaggle [62].
It is a high-quality dataset specifically designed for the tasks of sarcasm and fake
news detection. It comprises news headlines labeled as sarcastic or non-sarcastic,
providing a robust foundation for training and evaluating models aimed at detect-
ing sarcasm in textual data.

Example:

• Original: "Oh great, another useless AI tool."

• Detected and Removed: "Oh great, another useless AI tool." - (Identified as
sarcastic)

• Original: "Yeah, ChatGPT was a complete waste of time, said no one ever."

• Detected and Removed: "Yeah, ChatGPT was a complete waste of time, said
no one ever." - (Identified as sarcastic)

4.4.1 Input layer

Initially, the review text from the pre-processed data Tpreproc is accepted by the input
layer, and this layer represents the input review text as a vector, which contains
features extracted from the pre-processed text Tpreproc. Also, each element in the
input review text corresponds to a specific characteristic of the input review data.
This can be illustrated by the following representation.

Tpreproc = v[P ]

Where, v[P ] indicates the vector of each element in the pre-processed data Tpreproc.
Then, the input layer passes this vector v[P ] to the hidden layer for further process-
ing, which is depicted as,

I = v[P ]

Here, I represents the input layer.

4.4.2 Hidden layer

This layer accepts the input layer’s output I and performs it with a single hidden
layer. Here, the weights and biases are randomly initialized by determining the
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number of hidden neurons to avoid iterative adjustments during training. Then,
the random initialization of weights and biases are depicted as follows,

W = Winit[F,Hneurons]

b = Winit[Hneurons, 1]

Where, W depicts the weights, b represents the bias, Winit indicates the random
initialization, F illustrates the number of features in the input review text, and
Hneurons portrays the number of neurons in the hidden layer. Moreover, each neu-
ron F in this layer is related to weights and biases for enabling the transformation of
input features through an activation function to capture the intricate relationships
within the review input data for accurate sentiment analysis. This can be elaborated
as,

H = ϕact[W · v + b]

Here, H illustrates the hidden layer, and ϕact indicates the activation function, which
introduces non-linearity for capturing the intricate relationship among the input text
data. Then, the output of the hidden layer H is provided to the next layer, which
is called the output layer to generate the output matrix for accurate sentiment anal-
ysis. Now, the hyperband hyper-parameter tuning technique is applied to prevent
premature convergence for suboptimal solutions in analysis sentiments accurately.
Then, the step-by-step process for the hyperband hyper-parameter tuning technique
is illustrated as follows:

• Initially, the search space, such as the number of hidden neurons and the type
of activation function, for the range of hyper-parameters tuning is defined and
illustrated as,

N = {Hmax,Hmin}
ϕact = {ReLU}

Where, Hmax and Hmin indicate the maximum and minimum number of
hidden neurons present in the hidden layer’s output, respectively.

• Then, the total computation budget and the maximum resources are examined
to initialize the hyperband parameters, which are depicted as follows,

Bcomp = Rmax log(ℓ)

Here, Bcomp depicts the computation budget, Rmax illustrates the maximum
resources, and ℓ represents the reduction factor.

• Now, from the defined search space, the set of hyper-parameter configurations
is sampled randomly for initiating the optimization process by the following
representation.

Θi
HC = {ΘHC

1 ,ΘHC
2 ,ΘHC

3 , . . . ,ΘHC
i }

Where, Θi
HC represents the hyper-parameter configurations, and i indicates

the total number of hyper-parameter configurations.
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• Then, the resources are allocated to the configuration by using the successive
halving approach, which is illustrated as,

RΘ =
Bcomp

ℓ

(
1

i

)

Here, RΘ depicts the allocated resources to the configurations. Next, each
configuration is evaluated to compute the loss. Then, based on the loss values,
the top configurations are selected. Finally, more resources are allocated for
the selection of top configurations to tune the hyper-parameters. Thus, the
hidden layer after hyper-parameter tuning is expressed by

Htuned

4.4.3 Output layer

In this layer, the output layer weights are calculated, which is done by using the
Moore-Penrose generalized inverse of the hidden layer output matrix Htuned, which
is depicted as,

Wout = H†tuned ·O

Where, Wout depicts the output weights, H†tuned represents the invertible form of the
hidden layer’s output, and O indicates the output predictions for sentiment analy-
sis. Then, the new output predictions are evaluated by the multiplication of hidden
layer output and the output weights, which are elaborated as follows,

O = Htuned ·Wout

Based on new output predictions, the sarcastic texts are identified and deleted, thus
the final texts after the removal of sarcastic text by using XLHN are depicted as
follows,

Tno_sarcasm = {λ̂a
a1, λ̂

a
a2, λ̂

a
a3, . . . , λ̂

a
aNno_sarcasm

}

Here, Nno_sarcasm depicts the total number of texts without sarcastic texts, and Tno_sarcasm
represents the sarcastic text removed data. Thus, the removed sarcastic texts are
given as input to the next process, which is known as the sentence grouping.

4.5 Sentence Grouping

From the sarcastic text removed data Tno_sarcasm, the sentences are grouped using
the hierarchical clustering technique based on the similarity of the data. This pro-
cess involves organizing and categorizing the sentences into comprehensible groups
based on their semantic meaning, context, or relationship to one another.

66



In hierarchical clustering, there is no need to specify the number of clusters in ad-
vance. Each sentence from the sarcastic text removed data Tno_sarcasm is itera-
tively merged into larger clusters based on their similarity, creating a dendrogram
that visually represents the hierarchy of clusters. This dendrogram can be cut at
various levels to form different numbers of clusters, ensuring that each sentence
is grouped with others that have similar semantic content. This clustering process
helps in effective sentence grouping by categorizing the sentences into hierarchical
clusters, where each cluster represents a group of sentences with similar character-
istics.

Finally, the clustered sentences are represented as the grouped sentence, which is
illustrated as Sgroup. Here, G = 1 → g, Sgroup depicts the grouped sentences
or data, and Ngroup represents the total number of grouped sentences. Thus, the
grouped sentences enhance accuracy by clustering similar sentences for the identi-
fication of refined sentiments within the groups. These grouped sentences are then
provided to the next stage of effective sentiment analysis.

4.6 Topic Modeling

Now, topics are modeled by accepting the grouped sentences Sgroup as input, which
is done by using the NTDMF (Non-negative-based Term-Document Matrix Factor-
ization) technique. Topic modeling is one of the text mining techniques, which is
utilized for discovering the summary topics by identifying the patterns in the text
to cluster words into topics. Here, the methodology utilized the NTDMF approach
for modeling the topics from the grouped sentences for effective sentiment analysis.
Here, the rows correspond to the term and the columns correspond to the docu-
ments for effective topic modeling. Moreover, each cell in the matrix represents the
frequency of occurrence of a particular term in a particular document. Thus, the
steps involved in the proposed NTDMF approach based on topic modeling are de-
picted as follows:

• Initially, the grouped sentences Sgroup are represented as the term-document
matrix, where the row corresponds to terms and columns correspond to the
document. Here, terms indicate the words from the grouped sentences and
the document represents the grouped sentences, which is elaborated as,

TDM ⇒ TDMxy =


TDM11 TDM12 · · · TDM1D

TDM21 TDM22 · · · TDM2D
...

...
. . .

...
TDMx1 TDMx2 · · · TDMxD


Where, TDM indicates the term-document matrix, and TDMxy illustrates the
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frequency of the term x in the document y.

• Next, the two non-negative matrices, such as the topic-term matrix and the
document-topic matrix, are initialized based on the term-document matrix fac-
torization technique, which is represented by the following expressions,

TTM ∈ TTMxy =


TTM11 TTM12 · · · TTM1K

TTM21 TTM22 · · · TTM2K
...

...
. . .

...
TTMx1 TTMx2 · · · TTMxK



DTM ∈ DTMxy =


DTM11 DTM12 · · · DTM1Y

DTM21 DTM22 · · · DTM2Y
...

...
. . .

...
DTMx1 DTMx2 · · · DTMxY


Here, TTM indicates the topic-term matrix, DTM represents the document-
topic matrix.

• Now, matrix factorization is performed, in which the topic-term matrix TTM
and the document-term matrix DTM are multiplied to get the approximate of
the term-document matrix TDM , which is explained as follows,

TDM ≈ TTM ·DTM

• Then, the element-wise multiplication is applied to update the topic-term ma-
trix TTM and the document-term matrix DTM . By applying this multiplica-
tion method, the reconstruction errors are minimized, and the following rep-
resentation illustrates the element-wise multiplication for updating the topic-
term matrix and the document-topic matrix.

T̃ TM =

(
(DTM)TTDM

(DTM)TDTM · TTM

)
⊙ TTM

D̃TM =

(
(TTM)TDM

(TTM)TTMT ·DTM

)
⊙DTM

Where, T̃ TM and D̃TM indicates the updated topic-term matrix and document-
topic matrix, respectively, T T illustrates the transpose matrix and⊙ represents
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the element-wise multiplication operator. Then, the steps are repeated until
they converge, and the modeled topics are obtained by updating the topic-
term matrix and document-term matrix. Thus, the modeled topics are illus-
trated as follows,

T topics
modeled = {T topics

modeled,1, T
topics
modeled,2, T

topics
modeled,3, . . . , T

topics
modeled,n}

Here, m = 1 → mm, T topics
modeled illustrated the topics, which are modeled by

using the proposed NTDMF, and mm depicts the total number of modeled
topics. Then, the modeled topics are provided to the two distinct processes,
such as content filtering and dependency parsing, for the sentiment analysis
based on the ChatGPT adoption for higher education.

4.7 Data Transformations

The pre-processed review text Tpreproc undergoes several preprocessing steps to en-
hance the data quality for sentiment classification. Firstly, dependency parsing is
employed to analyze the grammatical structure of sentences, which helps in under-
standing the relationships between words. Co-reference resolution is then applied
to identify and link pronouns and other referring expressions to the appropriate en-
tities within the text. Following this, word embedding Tembed is used to transform
words into continuous vector representations that capture semantic meanings. Con-
tent filtering is performed to remove irrelevant or redundant information, ensuring
that the data remains focused on the essential aspects. Subsequently, feature ex-
traction Fextract is conducted to derive meaningful features from the text, capturing
both syntactic and semantic properties. The output of feature extraction, denoted
as Fextract, is a crucial input for the classification stage, where it will be utilized to
classify sentiments accurately.

Example

• Original: "ChatGPT helps students understand complex topics."

• Dependency Parsed: "[ChatGPT] (subject) [helps] (verb) [students] (object)
[understand complex topics] (object complement)"

• Original: "Dr. Smith said ChatGPT is useful. He recommends it to all his
students."

• Coreference Resolved: "Dr. Smith said ChatGPT is useful. Dr. Smith recom-
mends ChatGPT to all Dr. Smith’s students."
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4.8 Classification

In this step, the output from the pre-processing Tpreproc, word embedding Tembed,
and feature extraction Fextract is given as a source to the classification stage for
the classification of sentiments in terms of analyzing positive, negative, and neu-
tral contents. Here, the HR-RAN approach is applied to classify positive, negative,
and neutral sentiments. The prevailing Hierarchical Attention Network (HAN) has
the ability to capture the hierarchical structures in the text data to focus on differ-
ent levels of granularity, thus capturing both local and global context in the text.
Also, it has the capability to weigh the importance of each word within a sentence
dynamically by allowing it to focus on the most relevant information for sentiment
classification. But, this model is struggling with several limitations, such as van-
ishing gradients or difficulty in capturing the long-range dependencies mainly in
deep hierarchical structures. Hence, to conquer these limitations, the Residual con-
nection with the Rectified Sigmoid Exponential Linear Unit (RSigELU) activation
function is applied. Here, residual connections are employed to learn residual map-
pings rather than trying to learn the desired mapping directly. Thus, this helps to
overcome the vanishing gradient problem by allowing the gradients to flow directly
through the identity mappings. Moreover, the RSigELU function is smooth every-
where, including the point where it transitions from linear to exponential behavior,
thus potentially leading to faster convergence. The classifier diagram for the pro-
posed HR-RAN is depicted in Figure 5.7.

Figure 4.2: Classifier diagram of HR-RAN

Initially, the proposed classifier accepts the input from the pre-processing Tpreproc,
word embedding Tembed, and feature extraction Fextract for the accurate classification
of positive, negative, and neutral sentiments, and is represented by the following
equation,
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Tpreproc

Tembed

Fextract

 = Tin

Where, Tin depicts the text data, which are collected from pre-processing, word em-
bedding, and feature extraction. Then, the step involved in the proposed HR-RAN
algorithm is elaborated as follows.

4.8.1 Word level processing

Step 1: Firstly, the word in the input sentence Tin is represented as tokens, which
are expressed as Tw

split where w indicates the words in the sentence Tin.

Step 2: Then, the embedding layer is applied to each token Tw
split for representation

as a vector, which is depicted by the following representation.

v = E[Tw
split]

Here, v indicates the vector representation.

Step 3: Next, the Gated Recurrent Unit (GRU) is applied for encoding the word
sequences bi-directionally. Here, the bidirectional GRU is employed for getting the
annotations of words based on summarizing the information from both directions
like forward and backward, and these directions are computed at time step η by the
following equations,

hηfwd = GRU
(
v, hη−1fwd

)
hηbwd = GRU

(
v, hη+1

bwd

)

Where, hηfwd and hηbwd indicate the forward and backward direction of the hidden
state in GRU, respectively. Then, both forward and backward states are combined
to form the concatenation of word representation, which is depicted as follows,

hconcat =
[
hηfwd, h

η
bwd

]

Here, hconcat represents the concatenation of both directions.

Step 4: Now, the attention mechanism is employed for extracting the words that
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are essential for the meaning of the sentence and collecting the representation of
those informative words to provide a sentence vector. This can be illustrated by the
following representations,

cword = tanh (hηconcat + cw)

Where, cword indicates the hidden representation of hconcat, cw illustrates the train-
able parameters. Based on the similarity of the hidden representation, the impor-
tance of the word is measured with a word-level context vector for getting the nor-
malized importance weight, which is demonstrated as,

αw =
exp

(
(cword)

T Kw
)

∑
η exp

(
(cword)

T Kw
)

Here, αw illustrates the normalized weights, and Kw indicates the word-level con-
text vector. Next, the word vector is computed based on the weighted sum of the
word annotations, which is depicted as,

Φword =
∑
η

αwhηconcat

Where, Φword represents the word vector

4.8.2 Sentence level processing

Step 1: Similarly, the bi-directional GRU is applied to represent the sentence vectors
by accepting the input from the previous level processing called word vector Φword
which is depicted by the following representation,

Hη
fwd =

[
GRUfwd

(
Φword, v,GRUfwd

(
Hη−1

fwd

))]
Hη

bwd =
[
GRUbwd

(
Φword, v,GRUbwd

(
Hη+1

bwd

))]

Step 2: Now, the importance of weight for each sentence is represented by com-
puting the attention mechanism, which is elaborated as follows,

αs = tanh (Hconcat + cs)

Here, Hconcat depicts the concatenation of the sentence representation, Ks illustrates
the hidden representation of Hconcat, αs and cs indicates the trainable parameters
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in sentence representation. Next, the sentence vector is evaluated based on the
weighted sum of the sentence representation, which is illustrated by the following
equation,

Φsent =
∑
η

αsH

Where, αs indicates the normalized weight calculation in sentence level process-
ing, and Φsent depicts the sentence vector.

Step 3: Finally, the RSigELU activation function is employed for each sentence vec-
tor to represent the features for the classification of sentiments, which is depicted by
the following mathematical equation,

ŷ = RSigELU (w · Φsent + λ)

RSigELU =

{
Φsent if Φsent > 0

σ (Φsent)− 1 if Φsent ≤ 0

Here, ŷ depicts the predicted probability distribution for sentiment classification,
λ indicates the hyper-parameter, and σ depicts the sigmoid function.

Step 4: Based on the represented features, which are present in the predicted prob-
ability distribution ŷ, this proposed method classifies the positive, negative, and
neutral sentiments. It is depicted by the following mathematical equation, as

ŷ =


ŷPOS positive sentiments
ŷNEG negative sentiments
ŷNEU neutral sentiments

Here, ŷPOS , ŷNEG, and ŷNEU illustrate the positive, negative, and neutral senti-
ments, respectively. The pseudo-code for the classification task using HR-RAN ap-
proach is shown below
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Algorithm 1: Pseudo-code for the proposed HR-RAN
Input: Tin, (W, b, σ, λ)
Output: Classified sentiments ŷclass

1 Initialize Tin, v, hfwd, hbwd, hconcat, hhid, cword, svector, λ and maximum
iteration ITRmax

2 Set ITR = 1
3 while ITR ≤ ITRmax do
4 foreach Tin do

// Word Level Processing
5 Tokenize input sentence Tin into Tw

split

6 Estimate v = E[Tw
split]

7 Apply bi-directional GRU
8 hηfwd = GRU(v, hη−1fwd )

9 hηbwd = GRU(v, hη+1
bwd)

10 Concatenate forward and backward states
11 hconcat = [hηfwd, h

η
bwd]

12 Apply attention mechanism
13 cword = tanh(hηconcat + cw)
14 Calculate normalized weights

15 αw = exp((cword)
TKw)∑

η exp((cword)TKw)

16 Compute word vector
17 Φword =

∑
η α

whηconcat

// Sentence Level Processing
18 Apply bi-directional GRU on Φword

19 Hη
fwd = GRUfwd(Φword, v,GRUfwd(H

η−1
fwd ))

20 Hη
bwd = GRUbwd(Φword, v,GRUbwd(H

η+1
bwd))

21 Compute sentence vector using attention mechanism
22 αs = tanh(Hconcat + cs)
23 Calculate sentence vector
24 Φsent =

∑
η α

sH

// Classification
25 Apply RSigELU activation function
26 if Φsent > 0 then
27 RSigELU = λ− svector
28 else
29 RSigELU = σ(Φsent)− 1

30 Predict the probability distribution
31 ŷclass = RSigELU(w · Φsent + λ)

32 return ŷPOS
class : positive sentiments

33 return ŷNEG
class : negative sentiments

34 return ŷNEU
class : neutral sentiments

74



4.9 Degree of Sentiment Analysis

From the classification of sentiments , the fuzzy logic is applied for the identifica-
tion of the degree of sentiments for the effective analysis of sentiments on ChatGPT
adoption in higher education. Fuzzy logic enables the classification of data into mul-
tiple linguistic terms that provide a more nuanced understanding of uncertainty.
Fuzzy rule-based classifiers can capture the complex relationships among the input
features and class labels. The triangular polynomial (Tripo) membership function is
applied in the fuzzy rule. Here, the degree of sentiment is analyzed based on the
extracted features from the classified sentiments and the polarity score of the sen-
tences. Thus, the steps involved in the fuzzy logic are explained in detail as follows:

• Initially, the classified sentiment features ŷclass are converted into the fuzzy set
for the accurate analysis of the degree of sentiments by using the Triangular-
Poly membership function, which is illustrated as follows,

ŷclass
µTripo−−−−→ Fset

µTripo(ŷ
class)k,a,b,c =


0 if ŷclass ≤ a

k(ŷclass − a)(b− ŷclass) if a < ŷclass ≤ b

k(c− ŷclass)(c− b) if b < ŷclass < c

0 if ŷclass ≥ c

Where, µTripo illustrates the Tripo membership function, Fset depicts the fuzzy
set, k indicates the scaling constant, and a, b, and c represent the upper limit,
peak value, and lower limit of the membership function, respectively.

• Based on the input field with respect to each rule, the matching degree of the
fuzzy set Fset is to be fired, and it is demonstrated by the following represen-
tation,

[µmatch] = m(Fset · fstrength)

Here, [µmatch] indicates the matching degree of the fuzzy set along with the
rule∇ and fstrength represents the firing strength.

• Then, the firing strengths are combined to form the control actions, and the
overall control actions are calculated by the following equation,

∇∆ → Rcombined

Where,∇∆ depicts the combined rule and Rcombined illustrates the overall con-
trol actions.
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• Finally, the overall control actions Rcombined are converted into crisp values for
analyzing the degree of sentiments by using the following representation,

Ccrisp =

∑n
w=1[µmatch,w] · ccentroid∑n

w=1[µmatch,w]

Here, Ccrisp depicts the crisp value for analyzing the sentiments in degree and
ccentroid illustrates the centroid of the fuzzy set. Then, the final output for the
degree of sentiment analysis is done based on the crisp value Ccrisp, which
also indicates the polarity value. This can be depicted as follows,

Sdegree =


if Ccrisp == positive&max(Ccrisp)

new : then, Ppos

if Ccrisp == negative&max(Ccrisp)
new : then, Pneg

if Ccrisp == neutral&max(Ccrisp)
new : then, Pneut

Where, Sdegree illustrates the final output, which represents the degree of senti-
ments, max(Ccrisp)

new indicates the maximum polarity word count, Ppos, Pneg

and Pneut depict the percentage of the degree of positive, negative, and neutral
sentiment analysis, respectively.

Thus, the proposed framework for the sentiment analysis regarding ChatGPT adop-
tion for higher education from various university review data using HR-RAN, which
accurately classifies the positive, negative, and neutral sentiments and effectively
predicts the degree of those classified sentiments.
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5 Results and Discussions

This chapter highlights a comprehensive analysis of the study, highlighting the key
findings from various analytical methods applied. The results are structured to pro-
vide a clear overview of the sentiments of universities regarding ChatGPT integra-
tion into education, modeling efforts, and performance of the proposed sentiment
analysis model. Each subsection delves into specific aspects of the analysis, offering
detailed insights supported by visualizations and statistical metrics. The impor-
tance of these results lies in their contribution to understanding the sentiment and
opinions expressed in the data and the effectiveness of the methods used to pro-
cess and analyze this information. By examining the overall sentiment distribution
which is then classified into positive, negative, and neutral, country-wise sentiment
analysis, and sentiment scores by universities, this research aims to uncover trends
that can inform decision-making and strategy development in related fields.

5.1 Interactive User Interface

The Graphical User Interface (GUI) was developed to streamline and simplify the
sentiment analysis process. The GUI window is illustrated in the Figure 5.1. It de-
picts a software interface designed for conducting sentiment analysis and it outlines
a series of steps derived from a proposed framework to ensure an efficient imple-
mentation process. It also details a series of interactive buttons that each trigger
specific steps in the analysis process. Clicking on these buttons in sequence allows
users to effectively manage the workflow of sentiment analysis from data input to
result interpretation.
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Figure 5.1: Graphical User Interface for Sentiment Analysis

This interface is used to both train and test the proposed HR-RAN model. The
results of series of the steps are as follows

1. File and Dataset Selection: This stage involves selecting files or datasets for
analysis. The select file button is used to select the collected data for analysis
and the select dataset button is used to select the training data. The sample
testing data is illustrated in Figure 5.2.

Figure 5.2: Sample data before processing

2. Pre-processing: The pre-processing steps are essential for preparing the data
for both training and testing phases. After text normalization, as illustrated in
Figure 5.3, the resulting data is free from spelling errors, extra spaces, special
characters, and has consistent case formatting.
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Figure 5.3: Output of data pre-processing

3. Sarcastic text detection: When the Sarcastic Text Detection button is clicked,
the system analyzes the uploaded sample data to identify instances of sar-
casm. For instance, as shown in Figure 5.4, a sarcastic comment like "yeah
chatgpt was a complete waste of time said no one ever" in a review about a
ChatGPT implementation might be incorrectly classified as negative without
this detection step, which accurately labels it as sarcasm.

Figure 5.4: Output of sarcastic text detection

4. Topic modelling: Clicking the Topic Modeling button activates an algorithm
that analyzes the output from grouped sentences to identify similar themes
or topics within the sample data. For example, as shown in Figure 5.5, the
topic modeling process reveals clusters of discussions and themes such as "stu-
dents," "professor," or "ChatGPT."
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Figure 5.5: Topic modelling

5. Data transformation: This final step is essential for preparing the data for
training and testing. After performing dependency parsing and coreference
resolution, relationships within the text data are identified. The subsequent
steps, such as word embedding and feature extraction, convert the data into
a numerical format that captures semantic relationships between words. This
transformation enhances the model’s ability to identify and categorize senti-
ments. Figure 5.6 illustrates the numerical representation of embedded words
and features used for training and testing the model.

Figure 5.6: Data transformation technique

6. Classification:

During the training phase, the classification button is disabled because the
models—HR-RAN, Hierarchical Attention Network (HAN), Convolutional Neu-
ral Network (CNN), Deep Neural Network (DNN), and Recurrent Neural
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Network (RNN)—are trained on labeled data. In the testing phase, clicking
the classify button performs classification, resulting in labels such as positive,
negative, and neutral sentiments. Finally, the degree of sentiment analysis is
calculated. The output is shown in Figure 5.7.

Figure 5.7: Classification and degree of sentiment analysis

7. Training and Testing: The training button is used to train the sentiment anal-
ysis models using the transformed data, providing outputs such as training
time and parameter details. The testing phase evaluates the performance of
sentiment analysis models like DNN, CNN, RNN, and HR-RAN using evalu-
ation metrics such as accuracy, precision, recall, F-measure, and sensitivity.

8. Performance Metrics: Clicking this button generates graphs and plots for
evaluation metrics like accuracy, precision, recall, and F-measure, offering en-
hanced visualization and comparison of results. This provides deeper insights
into the models’ effectiveness in sentiment classification.

9. Sentiments Visualization: Visual representations, such as graphs or charts,
display the distribution and general trends of sentiments within the data, fa-
cilitating easier interpretation and presentation of results.

10. Utility Functions:

• Clear: Resets all current selections and data entries in the interface, al-
lowing users to start again with new data for analysis.

• Exit: Closes the application, typically used after completing all required
analyses.

5.2 Sentiment Analysis Results

The sentiment analysis conducted on the adoption of ChatGPT within higher ed-
ucation settings reveals a mostly neutral stance among the academic communities
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discussed. As illustrated in Figure 5.8, a substantial majority, accounting for 74.8%
of the sentiments, are categorized as neutral. This suggests a cautious or observa-
tional approach of the universities towards the integration of ChatGPT into educa-
tional frameworks. The dominance of neutral sentiment indicates that while there
is a recognition of the potential and presence of ChatGPT, there is still hesitation or
insufficient experience to form a definitive positive or negative judgment.

In contrast, a smaller yet significant portion of the sentiments, about 21.5%, are
positive. This positive sentiment underscores the benefits and useful applications
of ChatGPT as perceived by some educators and students. It reflects acknowledg-
ment of the tool’s capability to enhance educational practices through support in
tutoring, personalized learning, and administrative efficiency. However, the anal-
ysis also identifies a minimal portion of the responses, precisely 3.7%, expressing
negative sentiments. This minority indicates concerns or unsatisfactory experiences
with ChatGPT, which could be attributed to challenges such as the potential for
over dependency, issues with content accuracy, or the ethical implications of AI in
educational settings.
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Figure 5.8: Overall sentiment distribution

5.2.1 Word-clouds for Sentiment Terms

To better understand the main themes and concerns in the collected data, word
clouds were used to show how often certain terms appear in each sentiment cate-
gory. These visuals are particularly effective in identifying the most common words
associated with positive, neutral, and negative sentiments about integrating Chat-
GPT into higher education. The word clouds provide a clear visual summary of the
key issues and positive aspects surrounding ChatGPT’s adoption, helping to gain
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a more nuanced understanding of the various perspectives held by stakeholders in
the academic community

Positive Sentiment Word Cloud

Overview: The positive sentiment word cloud in Figure 5.9 highlights the words
frequently associated with positive feedback on ChatGPT’s use in education. Words
like "support," "potential," "learning," and "innovation" are used the most, reflecting
a strong appreciation for the tool’s benefits and innovative features.

Figure 5.9: Positive Sentiment Word Cloud for ChatGPT in Higher Education

Details:

• Support: The discussion in "Rethinking Educational Paradigms: Jason Jay’s
Innovative Use of ChatGPT in the Classroom" illustrates how ChatGPT sup-
ports educational dynamics by providing crucial assistance that enhances both
teaching and student learning experiences.

• Potential: "What will the future of education look like in a world with gener-
ative AI?" examines the transformative potential of ChatGPT, emphasizing its
significant impact on future educational methodologies.

• Learning: The article "Teaching & Learning with ChatGPT: Opportunity or
Quagmire? Part I" focuses on the role of ChatGPT in enriching the educational
process through tailored and interactive learning options.

• Innovation: In "MIT faculty, instructors, students experiment with generative
AI in teaching and learning," the narrative explores how ChatGPT is spear-
heading innovations in educational practices.
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Neutral Sentiment Word Cloud

Overview: Figure 5.10 displays a word cloud representing neutral attitude, which
conveys a well-rounded viewpoint of ChatGPT’s role in education. Words such as
"data," "technology," "information," and "research" indicate a focus on the technical
and informational aspects of ChatGPT. These does not indicate strong positive or
negative connotations.

Figure 5.10: Negtaive Sentiment Word Cloud for ChatGPT in Higher Education

Details:

• Data: Data is used in titles like "How to Use ChatGPT’s Advanced Data Anal-
ysis Feature" discussing how data is influencing ChatGPT’s integration in the
field of education.

• Technology: "Using ChatGPT to Perform a Skills Gap Analysis" demonstrates
how ChatGPT is used to integrate technology into modern education.

• Information: "Advice and responses from faculty on ChatGPT and A.I.-assisted
writing" talks about how ChatGPT serves as a key resource in managing con-
tent related to educational.

• Research: The exploration in "Can generative AI unlock technology-enabled
tutoring, for everyone?" indicates academic focus on ChatGPT’s integration.

Negative Sentiment Word Cloud

Overview: Words related to worries about ChatGPT in education are featured in the
negative emotion word cloud shown in Figure 5.11. Noticeably, words like "chal-
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lenges", "concern", "ethical", and "privacy" highlight areas where users see potential
risks or drawbacks.

Figure 5.11: Negative Sentiment Word Cloud for ChatGPT in Higher Education

Details:

• Challenges: "Teaching & Learning with ChatGPT: Opportunity or Quagmire?
Part III" talks about the challenges in integrating ChatGPT into existing edu-
cational frameworks.

• Concern: The study "Public Opinions on ChatGPT: An Analysis of Reddit Dis-
cussions by Using Sentiment Analysis, Topic Modeling, and SWOT Analysis"
details various concerns about the use of ChatGPT.

• Ethical: "The Limitations and Ethical Considerations of ChatGPT" talks about
the ethical dilemmas presented by the use of AI technologies like ChatGPT in
educational settings.

• Privacy: "From ChatGPT to HackGPT: Meeting the Cybersecurity Threat of
Generative AI" focuses on the privacy and security risks associated with using
ChatGPT, stressing the need for improved data protection measures.

Even though there is a lot of enthusiasm for using ChatGPT in the classroom, there
are some important things to keep in mind and potential risks that need to be taken
into account. These observations align with the overall results of the sentiment anal-
ysis. These insights will help educators, lawmakers, and developers deploy Chat-
GPT in educational contexts correctly and successfully, maximising its advantages
and minimising its drawbacks.
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5.2.2 Country-wise sentiment analysis

Figure 5.12: Countrywise sentiment analysis regarding chatgpt

Figure 5.12 shows the sentiment study with respect to countries illustrating diverse
opinions across different regions. The country-wise sentiment analysis reveals vary-
ing levels of acceptance and concerns regarding ChatGPT among universities across
different countries. In Canadian institutions, emotions are mostly neutral (80.8%),
with a small percentage of positive (13.8%) and negative (5.4%) sentiments. German
universities maintain a high degree of neutrality (75.7%) and a larger percentage of
positive (21.2%) as compared to Canadian universities. On the other hand, opin-
ions at US and UK universities are rather evenly distributed, with the US showing
a substantial positive feeling (28.3%) and the UK showing a considerable positive
sentiment (26.2%). This analysis of different nations reveals a generally positive but
cautious approach towards integrating ChatGPT into higher education. Globally,
opinion is largely neutral, indicating that academic institutions are weighing the
advantages and possible drawbacks of ChatGPT. This careful viewpoint suggests
a methodical and cautious approach, suggesting that although educational institu-
tions recognise the benefits of AI technology, they also remain fully aware of the
challenges and possible problems associated with their integration.

This uniform pattern of optimism across different regions underscores a common
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international perspective on the adoption of AI in education. It suggests that while
there is a global sense of interest in using ChatGPT in education, there is also a need
for thorough evaluation and strategic implementation as per the opinions taken
from these regions. These insights can guide educators and policymakers in de-
veloping tailored AI adoption strategies that address both the opportunities and the
challenges specific to their regional and institutional contexts.

5.2.3 Average sentiment scores by university

Figure 5.13: Average sentiment scores by university

The Figure 5.13 representing the average sentiment scores by university demon-
strates the distribution of sentiments across different institutions. The data indi-
cates:

Universities such as University of California and The King’s University shows al-
most neutral emotions. More than 80% of the sentiments identified in these univer-
sities have a neutral opinions towards ChatGPT. This high rate of neutrality might
indicate that universities are neither rejecting the advanced technology nor they are
embracing it completely. It shows a cautious attitude towards fully integrating Chat-
GPT into educational practices.

Massachusetts Institute of Technology (MIT) is a university in the USA. It shows
43.9% of positive sentiments. MIT’s is known for its leading role in technology and
innovation sector which explains the strong positive sentiments identified. This also
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suggests a correlation between a university’s technological focus and its openness
to adopting advanced AI tools like ChatGPT. The university of alberta and stanford
university is well known for its achievements in science, technology, engineering,
and mathematics (STEM). These universities also show higher positive sentiments.
This could also indicate that institutions with robust technological infrastructures
and research cultures are more likely to perceive ChatGPT as beneficial. University
College London (UCL) stands out with a significant negative sentiment of 16.3%.
UCL is renowned for its traditional educational values. The presence of a higher
negative sentiment at this institution might indicate concerns about the impact of
ChatGPT on academic integrity and the quality of student learning.

The Figure 5.13 indicates that canadian universities have almost same percentages of
positive and negative opinions and on the other hand, european univerisites show
very less or no negative sentiments. This could be reflective of different educational
policies, cultural attitudes towards technology, and the existing level of AI integra-
tion within the curriculum

The examination of positive sentiments towards ChatGPT’s use in higher education
reveals a strong focus on its transformative potential. For instance, at the Univer-
sity of Hamburg, an article called "We Became What We Once Admired" talks about
how ChatGPT has helped students and professionals do better in their studies and
careers by making it easier for them to succeed. Similarly, Imperial College London
has articles like "Celebrating Advanced Creative Writing," which discuss how AI is
used in creative writing classes. These articles show how AI can boost creativity and
open up more learning opportunities, helping to push education and the arts for-
ward. At University College London, another article titled "Launching Our Annual
Report 2023" talks about how ChatGPT and other AI tools have greatly impacted
healthcare engineering by improving research and development. Another example
from Imperial College London, "DoC Lights Up Imperial Lates with Innovative AI,"
describes a successful event that explains AI advancements and highlighted com-
munity engagement. Lastly, Stanford University’s article "ChatGPT: Revolutioniz-
ing Learning at Stanford" explains how ChatGPT is changing how students learn
by making classes more engaging and improving learning efficiency. Overall, these
articles highlight the positive ways ChatGPT is enhancing education, encouraging
creativity and innovation and supporting research and development. They provide
a positive view of how ChatGPT can benefit higher education, contrasting with the
challenges AI might bring.

Several universities have raised concerns about using ChatGPT in higher educa-
tion. For instance, an article from the Free University of Berlin, "ChatGPT Takes
Errors and Biases from Its Data Sources," discusses worries about ChatGPT inherit-
ing biases and mistakes from its training data. This raises questions about fairness
and reliability. It important for understanding the bias in AI and the challenges
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universities face when using these technologies. Similarly, the University of Califor-
nia, Berkeley has a post titled "ChatGPT Teaches Students About the World They’re
Entering," which talks about how ChatGPT sometimes struggles with complex real-
world scenarios. This limitation could mislead students and impact its use in edu-
cation. Stanford University also looks at the pros and cons of AI in their article "AI
in Education: A Double-Edged Sword?" They point out that while AI has benefits,
it also risks undermining traditional teaching methods and critical thinking skills,
which is important for addressing fears that AI could harm the quality of learn-
ing. At the Massachusetts Institute of Technology (MIT), the article "Evaluating the
Risks of Generative AI" focuses on the rapid spread of ChatGPT usage. The article
also explain that the rapid adoption can lead to over dependency, ethical concerns,
and overshadowing human expertise, which suggests a cautious approach to AI
use. The Technical University of Munich also discusses similar issues in "Balancing
Innovation and Ethics in AI Adoption," highlighting the ethical dilemmas of AI in
education and the need for careful implementation. Common themes across these
universities include ethical and bias concerns, the risk of over-dependence on AI,
and questions about the reliability of AI-generated content.

5.2.4 Sentiment scores by type of university

Figure 5.14: Sentiment scores by type of university
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The university-type-specific sentiment analysis, as shown in the Figure 5.14, indi-
cates how ChatGPT is perceived in public and private institutions. The sentiments
expressed by private and public universities show that private institutions have a
slightly higher positive sentiment (25.9%) compared to public universities (21.0%).
Both types of institutions exhibit predominantly neutral sentiments, with private
universities at 72.4% and public at 74.9% respectively.

These findings suggest that while there is a general cautiousness towards ChatGPT
across both types of universities, private institutions might be slightly more open
to or optimistic about integrating such technologies. This could be due to the flex-
ibility and possibly easier applications of policies and rules at private universities
to invest in and experiment with new technologies. Public universities, often larger
and subject to more regulatory constraints, shows more conservative opinions. The
greater negativity in public universities could reflect concerns about the scalability
of ChatGPT and it’s potential disruptive impacts on traditional educational models.

5.3 Modeling and Analysis Results

5.3.1 Topic modeling

The Pointwise Mutual Information (PMI) is used to measure how the words in data
are related to each other. It is used to evaluate the quality of topics generated by
a topic modeling algorithm. Higher PMI values indicate that the words within the
topics are more closely associated with each other, suggesting that the results have
more coherent and meaningful topics. The Table 5.1 shows the evaluation of the PMI
for various numbers of sentences to analyze the performance of NTDMF model. The
formula for PMI is given by:

PMI(x; y) = log

(
p(x, y)

p(x) · p(y)

)
[101]

where: p(x, y) is the joint probability of events x and y occurring together. p(x)
and p(y) are the individual probabilities of events x and y occurring independently
[101].

No. of Sentences PMI of NTDMF model
100 3.52
200 4.26
300 4.88
400 5.6
500 6.1

Table 5.1: Pointwise Mutual Information for NTDMF
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From the Table 5.1, it is evident that the PMI values rise as the number of sentences
increases. This trend indicates that the proposed NTDMF model performs better
with larger datasets, leading to more coherent topics. Specifically, the PMI value
increased from 3.52 with 100 sentences to 6.10 with 500 sentences, showing a signif-
icant improvement in topic coherence with more data.

5.3.2 Performance evaluation of sentiment analysis models

This section illustrates the effectiveness of the proposed framework in terms of an-
alyzing the performance of the proposed HR-RAN techniques. The performance of
the proposed HR-RAN is validated based on accuracy, precision, recall, f-measure,
sensitivity, specificity. The training time required for the model is also calculated
and compared it with other approaches like Convolutional Neural Network(CNN),
Recurrent Neural Network(RNN), and Deep Neural Network(DNN).

Figure 5.15: Performance evaluation of the HR-RAN approach

Figure 5.15 provides a comparative performance evaluation of HR-RAN, HAN, CNN,
RNN, and DNN. This comparision is made using the key metrics such as accuracy,
precision, recall, F-measure, and specificity. The HR-RAN model demonstrates su-
perior performance, achieving high scores in the evaluation metrices. It achieved
98.98% in precision, 99.23% in recall, 99.10% in F-measure, 98.88% in accuracy, and
98.31% in specificity. These results underscore the effectiveness of the HR-RAN’s ar-
chitectural innovations, particularly its use of residual connections and the RSigELU
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activation function. This configuration not only enhances learning efficiency by pro-
moting better gradient flow but also significantly improves the model’s ability to
classify sentences accurately.

Figure 5.16: Quantitative Performance Metrics

The Figure 5.16 shows the analysis of various machine learning models revealing
detailed differences in their performance across several key metrics. The Hierar-
chical Attention Network (HAN) and Convolutional Neural Network (CNN) show
good performance, with HAN achieving a precision of 95.25% and a sensitivity of
95.82%, resulting in a robust F-measure of 95.54%. This indicates its excellent ability
to identify relevant instances with high accuracy while minimizing false negatives.
The CNN follows closely with a precision of 93.20% and sensitivity of 95.04%, in-
dicating its effectiveness in spatial data interpretation, essential for tasks like image
recognition. Both models show high specificity, 94.58% for HAN and 93.86% for
CNN, highlighting their capacity to accurately identify negative instances.

On the other hand, the Recurrent Neural Network (RNN) and Deep Neural Net-
work (DNN) display varying strengths, with RNN showcasing a higher sensitivity
of 94.06% compared to DNN’s 93.80%. However, both models have comparatively
low specificity, where RNN and DNN record 89.36% and 84.16%, respectively. The
DNN’s precision at 89.08% and F-measure of 91.38% suggest that while it is broadly
applicable, refinements are needed for complex applications. These comparative
insights shows the advanced capabilities of the HR-RAN approach in handling sen-
tence classification tasks more effectively.
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Figure 5.17: Training time evaluation of the HR-RAN

Figure 5.17 depicts the training time of the proposed model HR-RAN. The train-
ing time of the proposed HR-RAN is very fast when compared to the other existing
sentiment analysis approaches like CNN, RNN, and DNN. The proposed HR-RAN
took 21232ms of time for training, whereas the existing HAN, CNN, RNN, and DNN
took 29016ms, 42559ms, 48472ms, and 59252ms of time for training. These quanti-
tative details demonstrates that the proposed framework had good performance in
how quickly the model can learn which is evident because of the less time required
for training. The reason behind this fast learning rate is due to the incorporation
of the RSigELU activation function, which avoids the vanishing gradient problem,
thus leading to faster convergence.

5.4 Findings Summary

The results presents a comprehensive analysis of sentiments surrounding the inte-
gration of ChatGPT into higher education, leveraging advanced sentiment analysis
models like HR-RAN, HAN, CNN, DNN, and RNN. The development of an interac-
tive Graphical User Interface (GUI) in this research simplifies the sentiment analysis
process. This GUI is used for providing a streamlined workflow, allowing users
to manage sentiment analysis from data input to interpretation with ease. Various
analytical steps, including sarcastic text detection, topic modeling, and data trans-
formation ensures an accurate and nuanced understanding of sentiment dynamics
within academic communities.
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The sentiment analysis results reveal that a significant majority of sentiments, ap-
proximately 74.8%, are neutral, indicating a cautious stance among universities re-
garding ChatGPT’s integration into educational frameworks. This suggests that
while there is recognition of ChatGPT’s potential, there is also hesitation or insuf-
ficient experience to form strong positive or negative opinions. The study makes
use of visualization techniques such word clouds to present the recurring themes
and issues related to ChatGPT’s integration. These visualizations effectively iden-
tify common terms within each sentiment category, aiding in the interpretation of
trends and key issues. Positive sentiments, highlighted by terms such as "support,"
"potential," "impact," and "learning," reflect an appreciation for ChatGPT’s ability
to enhance educational practices. This includes its potential to improve student
engagement and provide personalized learning experiences. However, concerns
regarding issues like bias, misuse, privacy, and misinformation are also prevalent,
emphasizing the need for careful consideration of these challenges.

The advanced sentiment analysis model used in the study proved effective. It per-
formed better than traditional methods by accurately capturing subtle sentiment
nuances and contextual information. The model’s high precision and recall rates
illustrate its proficiency in sentiment classification, highlighting the value of em-
ploying advanced machine learning techniques to understand complex educational
sentiments. However there are scenarios where other models might still be prefer-
able depending on the specific requirements of the task or data characteristics.
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6 Conclusion and future work

This study analyzed the sentiments and discourse expressed in university websites
regarding the integration of ChatGPT in higher education. The incorporation of
ChatGPT into the field of education has attracted significant attention, as evidenced
by the comprehensive sentiment analysis conducted in this study. With the increase
in the adoption of AI technologies, especially the ones developed by OpenAI, Chat-
GPT is a tool that can transform educational practices. The research revealed that
a significant portion of sentiments expressed in the universities were neutral, indi-
cating a cautious open stance toward ChatGPT’s potential benefits and challenges.
Positive sentiments highlighted the promise of enhanced student engagement and
personalized learning, while negative sentiments underscored concerns about bias,
privacy, and misinformation. Privacy concerns arise from how the sensitive data is
handled, necessitating robust frameworks to ensure data protection and confiden-
tiality. The concern regarding misinformation highlights the importance of improv-
ing ChatGPT’s accuracy and reliability, ensuring that responses are based on ver-
ified information and do not mislead users. Addressing these challenges requires
ongoing research and development efforts to refine ChatGPT models and enhance
their capabilities.

By leveraging advanced sentiment analysis models, such as Hierarchical Residual
Recurrent Attention Network (HR-RAN), the study effectively captured the com-
plex opinions and sentiments expressed by academic communities regarding the
use of ChatGPT in educational settings. The HR-RAN model demonstrated supe-
rior performance in classifying sentiments, outperforming other machine learning
models like Convolutional Neural Network (CNN), Recurrent Neural Networks
(RNN), and Deep Neural Network (DNN). Its high precision and recall rates val-
idate its effectiveness in understanding the nuances of educational sentiments. This
advanced approach allowed for a nuanced understanding of the sentiments, cap-
turing fine-grained detailed and contextual information, leading to a more accurate
classification of sentiments providing a robust framework for future sentiment anal-
ysis endeavors.

Building on the results of this study, there are a number of directions that future
research can go. Firstly, expanding the dataset to include a broader range of institu-
tions and geographical regions could provide a more comprehensive understanding
of global sentiments towards ChatGPT. To record a wider range of emotions and in-
teractions, future studies could potentially look into creating more complex models
that use multimodal data, such audio and video. Another potential and promising
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future work could be collaborating with educational institutions to conduct pilot
studies and real-world implementations of ChatGPT can provide valuable feedback
and inform best practices for its integration.

In conclusion, this study highlights that universities are either neutral or show sig-
nificant positive attitudes toward the adoption of ChatGPT in educational settings.
This indicates a promising future for ChatGPT in education, provided that the chal-
lenges are effectively managed. By leveraging the strengths of ChatGPT and ad-
dressing its limitations, educational institutions can create more dynamic and effec-
tive learning environments, ultimately benefiting both students and educators.
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