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SUMMARY 

The literature contains very few publications on the application of Process Mining methods for 

the analysis of event logs in Enterprise Collaboration Systems (ECS). This is not surprising because 

the analysis of digital support for collaborative work is extremely intricate due to various 

challenges relating to a lack of data access, poor data quality, unstructured processes and a lack 

of descriptive models. This article reports on the findings from an Action Design Research (ADR) 

project. The ADR team had access to a large instance of an operational ECS with more than 3000 

users. The event log contains several million entries. Together with the platform’s operating team, 

intensive research was carried out over a period of six years on ways of analysing user activities 

on the platform. Several cycles were run to develop new methods and computational techniques 

to decipher the event logs and meaningfully describe the processes recorded in them. Thanks to 

the close collaboration between the researchers and the operators of the collaboration platform, 

it was possible to compare the real-world processes carried out in the platform with the processes 

discovered using a novel method for Social Process Mining (SPM). The result is a pattern analysis 

that discovers patterns in processes that have a high degree of correspondence with the real-

world scenes of collaborative work. The research work has now reached a point where other soft-

ware products are included (multi-system analysis) and a catalogue of collaborative work 

situations (scenes) has been developed to describe the process patterns that result from the 

Process Mining and graph-based analysis techniques. 

 

The results of the study show that: 

• Event data from collaboration software requires intricate transformation and 

enhancement before being usable in analytics. 

• Log formats of commonly used software products vary significantly, necessitating a 

specialized log pre-processor. 

• Application of existing Process Mining techniques depends on a viable CaseID, with 

Social Document ID (SocDocID) emerging as a suitable candidate. 

• Process instances of collaboration activities often appear unique, requiring 

condensation into recognizable patterns. 

• Semi-automated identification of collaboration patterns with descriptive labels (stored 

in an extensible SPM Catalogue) enables analysis of collaborative work. 

• Future research needs to perform multi-system analyses and comparisons of 

collaborative practices across organisational units. 
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1 Introduction 

The analysis of digital traces that users leave behind when using business application systems is 

a topic of increasing interest for both, academics and practitioners (Berente et al., 2019). Today’s 

work in organisations is to a large extent supported by digital technologies. For many years, 

structured core business processes that are geared at the production of products and/or services 

and the supporting activities of planning and administration have been the primary target of 

digital support initiatives (Baptista et al., 2020). As a response to the existing demand on the side 

of user organisations, there is a mature and saturated market for commercial standard software 

for process-aware business application systems in the form of Enterprise Resource Planning (ERP 

Systems), Customer Relationship Management (CRM Systems) and Production Planning (PPS). 

This software category is the focus of the growing academic field of Process Mining (van der Aalst, 

2011), which has been providing analytics for the understanding and improvement of these core 

business processes for many years. 

In recent years, however, complementary software for employee collaboration has been put into 

the spotlight by the COVID-19 pandemic (Bullinger-Hoffmann et al., 2021; Richter, 2020). 

Enterprise Collaboration Systems (ECS) provide the digital support for the non-process aware, 

communication and ad hoc oriented work activities for communication, cooperation, 

coordination and the joint work around content (Koceska & Koceski, 2020). Virtually overnight, 

companies had to provide their employees with the necessary digital support to work from home 

(Ferreira et al., 2020; Williams & Grams, 2022). This situation, where organisations are left with 

little choice but to provide new software without proper time to plan has been called “forced 

adoption” by Schwade and Richter (2022). The somehow hastened selection and introduction of 

collaboration software has led to a situation, where many user organisations have made a 

portfolio of software available to their employees but have, however, neglected to accompany 

the introduction with the necessary adoption-supporting measures (Alberts et al., 2023). As a 

consequence, many technology portfolios now consist of overlapping, redundant functionality 

(e. g. multiple tools for video conferencing, chat and wikis) and there is a lack of agreed practices 

regarding the use of these new tools (Schubert & Williams, 2022). This leaves users struggling with 

the choice of tools for certain use cases (Mosen et al., 2024) and adoption has been sluggish and 

slower than hoped for (Greeven & Williams, 2016). 

After the pandemic, the advantages of some of the introduced changes became apparent and the 

need to support distributed forms of work remained high (Williams & Grams, 2022). As a 

consequence, collaboration software with a focus on synchronous communication has become a 

total necessity (most prominently video conferencing). The tools for other, asynchronous 

organisational work processes, however, such as coordination or the joint work on content were 

never properly introduced and their adoption is still lagging behind despite their obvious 

advantages (Schoch et al., 2023). The fast and in some cases hastened introduction of 

collaboration software now calls for a rethinking of the portfolios of tools and a purposeful, long-

term building of a performant Digital Workplace (Williams & Schubert, 2018). For the development 

of future plans, it would be helpful (and we argue necessary) to know, how the available 

collaboration software products are currently used. For proper planning, decision makers need 

information about actual system use, employee interactions, amount and type of documents 

created, supported work practices, and so forth. Unfortunately, the analytical features of the 
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leading collaboration tools (MS 365, Atlassian Confluence/Jira, HCL Connections/Sametime) only 

provide simple usage statistics, if any at all (Schwade, 2021). 

The academic discipline concerned with the analysis of data that accrues from the use of 

collaboration software (event logs, content data and organisational data) is called Social 

Collaboration Analytics (SCA) (Schwade & Schubert, 2017). The increasing interest in SCA is 

reflected in a growing research stream concerned with analysing and visualising collaboration 

based on data from collaboration software. To date, SCA has been primarily used for computing 

metrics describing system use, characterising users (Hacker & Riemer, 2020; Schwade & Schubert, 

2019), analysing particular constellations of collaboration such as collaboration across 

hierarchies (Riemer et al., 2015) and analysing the structure of content in these systems (Williams 

et al., 2020). Yet, despite some efforts (Drodt & Reuther, 2019; van der Aalst, 2005), methods for 

the analysis of sequences of activities in collaboration processes have not been addressed to a 

large extent (Schwade, 2021). Studies on the current status quo of collaboration analytics have 

shown that user organisations cannot plan and improve the current technology landscape 

without the knowledge to what extent and in what way the existing software has already been 

adopted (Schwade & Schubert, 2018a). We thus argue that there is a need for a more nuanced 

understanding of how the existing technology is used, in particular in terms of the collaborative 

work processes of employees. 

Since Process Mining provides us with methods and techniques for the analysis of processes, it 

suggests itself for the application also to collaboration processes. Previous research, however, 

shows that the analysis of collaboration processes by means of Process Mining is very difficult 

(Drodt & Reuther, 2019; van der Aalst, 2005). In this article we discuss the (multiple) challenges 

and present a novel approach that can help overcome some of the problems. We introduce 

“Social Process Mining” as a new method that encompasses the whole process from the extraction 

of data from the involved software products to the discovery of process models. We end with a 

demonstration of the resemblance between the resulting SPM models and the real-world 

practices of the computer-supported cooperative work that is recorded in the event logs. 

1.1 Research aims and challenges 

The study presented in this article focuses on the analysis of the digital traces laid down in the 

event logs of Enterprise Collaboration Systems. Our research aim is to explore the (mis)match 

between real-world processes and event data in Enterprise Collaboration Systems. The 

successful application of Social Process Mining (SPM) hinges on the possibilities to extract, 

organise and analyse ECS event log data and to make it available in a form that can be used to 

visualise and display collaborative work activities and provide insights into the collaborative work 

processes carried out in such systems. However, as we explain in the following, examining the 

event logs of ECS is non-trivial and requires the development of novel methods and 

computational techniques to make the data available, understandable and interpretable. 

Whilst there is growing research interest in the analysis of digital trace data in information systems 

(Franzoi & Grisold, 2023; Pentland et al., 2020), there are, to date, few in-depth research studies 

that examine digital traces from the logfiles of large-scale, operational Enterprise Collaboration 

Systems. Researchers and data analysts who are performing studies on ECS event logs are 

currently limited by two challenges: 



 

8 

1. Data challenge – preparing high-quality data (analysis input):  

Gaining access to the native event and content data from organisations’ operational ECS 

and the subsequent creation of rich event and content research data that is suitable for 

Process Mining hinges on established and trusted relationships with user organisations 

and the availability of the necessary log processor software for data transformation. 

2. Description challenge – making sense of the PM results (analysis output):  

Once the rich event and content data has been generated, there is a need for suitable 

methods and techniques for the analysis of this data and the description and 

visualisation of the discovered collaboration processes. 

For our research, we had access to a large operational ECS run by a Software-as-a-Service 

provider (the ECS Management Team) that entrusted us with the event data for this research. In 

a multi-cycle Action Design Research, we first extracted and analysed the data from the ECS. Based 

on the findings, we developed a method for data transformation and analysis. It was essential for 

our work that we used the digital traces of the people involved in this project to develop the 

methods. Analysing the digital traces of collaborative work processes requires an intimate 

knowledge of the underlying activity. In a multi-cyclical research process, we tested and 

incrementally evaluated the methods. Our work addresses both challenges outlined above and 

is focussed on (1) data preparation (especially extraction, transformation and enrichment) as well 

as (2) the description of the (digitally-supported) collaboration processes in natural language. With 

the help of the new Social Process Mining method and developed tools, we are now able to 

explore and visualise process models for collaborative work processes and compare the real-

world processes with the computationally explored processes. It is our long-term goal to be able 

to compare the AS-IS processes with TO-BE processes and to identify possibilities for 

improvement. 

1.2 Enterprise Collaboration Systems (ECS) 

Enterprise Collaboration Systems are integrated systems that combine a range of collaboration 

software features (or “apps”) through a uniform graphical user interface. Typically, they combine 

traditional groupware features (e. g. shared calendar, task management, file sharing) with 

features of Enterprise Social Software (e. g. wikis, blogs, forums) and Enterprise Social Media (e. g. 

social profiles, posts, comments, likes, reactions) (Schubert & Williams, 2022). ECS are 

information infrastructures (de Reuver et al., 2017) typically implemented by medium to large 

organisations to provide the functionality and technical infrastructure to support employee 

collaboration, the coordination of digital work and the creation and management of digital work 

products (Leonardi et al., 2013; Williams & Schubert, 2018). 

However, unlike ERP systems, which are designed to support high volumes of repetitive tasks and 

highly structured business processes (e. g. order processing, inventory management), ECS are 

designed to support ad hoc, less structured collaborative work activities (e. g. project coordination, 

event planning). Whilst most ECS functionalities are available to every user, they are used 

differently by different people and workgroups. This is partly due to the fact that ECS adoption in 

organisations is frequently bottom-up (Richter & Riemer, 2013) and users and workgroups are 

provided with an empty system or workspace where they are free to choose how to use it 

(Nitschke & Williams, 2018). For example, one workgroup might use a wiki for knowledge 

management and a task board for the coordination of tasks, whereas another workgroup uses 

the wiki only for meeting minutes and does not use a task board at all (Nitschke et al., 2020). This 
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becomes even more variable when we examine the specific sequences of tasks being undertaken 

and the related content being created (Mosen et al., 2024). The less-structured, inherently 

malleable nature of ECS presents a significant challenge, making tracing and analysis of tasks and 

activities in ECS much more difficult than for structured, process-aware systems such as ERP 

systems. As a consequence, this may explain why there has (to date) been limited success in 

providing in-depth, data-rich analyses of the specific mechanisms, strategies and actions that are 

shaping ECS and transforming collaborative work practices. 

In most organisations, the Digital Workplace comprises a portfolio of collaboration software, that 

provides registered users with a wide range of tools to support their collaborative work (Schubert 

& Williams, 2022). 

 

Fig. 1: Portfolio of collaboration software (adopted from Schubert & Williams, 2022) 

Fig. 1 shows the conceptualisation of such a portfolio, in which the applications are grouped by 

their functionality into Enterprise Tools (portal/digital experience, central file storage and 

surveys), (near)synchronous support for Communication (video conferencing, chat, visual 

boards), Office Tools (notepad, network directories), basic Groupware tools (e-mail and calendar) 

and a core ECS with multiple components for joint work (e. g. workspaces that can contain chat, 

blog, forum, wiki, etc.). In this article, we are going to focus on the core ECS (dark area in Fig. 1) 

that we used to develop our method. 

1.3 Social Process Mining (SPM) 

In recent years, Process Mining (PM) has gained increasing importance in research and has 

become essential for business process management initiatives in companies (vom Brocke et al., 

2021). The first (and according to van der Aalst probably the most challenging) step of PM is 

process discovery, which is used to generate process models that show the actual execution of 

business processes in business software, enabling companies to explore and understand their 

processes (van der Aalst, 2018, 2022a). As mentioned before, PM has been successfully applied to 

process-aware systems (PAIS), which “support processes and not just isolated activities” (van der 

Aalst, 2016, p. 27). PAIS support highly structured processes and are tightly linked to business 

processes, making their event logs ideal for applying PM. 

Despite the obvious potential value for researchers and practitioners, only a few studies describe 

the application of PM based on logs from collaboration systems. In an early study from 2005, van 

der Aalst explored the application of PM in different Computer-Supported Cooperative Work 

(CSCW) systems and discovered several challenges (van der Aalst, 2005). The logs of collaboration 

systems are unlabelled as they do not contain a CaseID, which is required for PM. It was also 

identified that those logs are too fine-granular, leading discovery algorithms to create spaghetti-

like process models that are hard to interpret and do not provide value for researchers and 

practitioners (van der Aalst, 2005). As highlighted, ECS support highly unstructured and flexible 

ad hoc collaboration through fine-granular actions such as creating a blog post or adding 
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comments and recommendations to such a post. While such actions are likely to be carried out 

as part of actual business or collaboration processes, ECS are not linked to business processes. 

To date, no solutions exist to make PM applicable in ECS, which means that there is a 

considerable and increasing blind spot in PM initiatives. Our research confirmed that the 

application of existing discovery algorithms to ECS logs results in uninterpretable spaghetti-

models (cf. Section 4.1). 

In this article, we introduce Social Process Mining (SPM), a novel method that aims to mine 

processes from the event logs of Social Software (Schwade & Schubert, 2017). The term “social” 

refers to the functionality that allows users to establish relationships between social profiles, e. g. 

by following or linking profiles and to interact around social documents, e. g. by editing, 

commenting, reacting or tagging (and thus extending) content created by other users. In this 

broad understanding, SPM can be used to analyse data from all Social Software, corporate 

Enterprise Social Software (ESS) as well as public Social Media. 

The Social Process Mining discussed in this article uses state-of-the-art data science methods to 

discover, analyse and improve the sequences of collaborative work tasks. We aim to develop and 

provide the necessary techniques for the discovery of process models and the extraction of 

collaboration process patterns for the identification of current work routines and best practices, 

functional software limitations of collaboration software and in the long run also the detection of 

violations of rules and regulations. 

The article is organised as follows: In the next section, we discuss related work, which we used to 

identify the current state of SPM and from which we extracted evidence for the fundamental 

challenges. In Section 3, we present the selected research design (Action Design Research, ADR), 

the involved participants and data sources. Section 4 is the main part, describing the detailed 

research activity and findings from the research project. The last section concludes our work and 

provides an outlook on future work. 
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2 Related Work 

At the beginning of the ADR project, we performed a series of structured literature reviews for the 

thematic challenge areas. The findings were published in (Schwade & Schubert, 2018a, 2018b) 

and (Drodt & Reuther, 2019). Regarding the data challenge, the literature review showed that 

whilst there is a growing research interest in the analysis of digital trace data, to date only a 

moderate number of in-depth, longitudinal research studies exist that examine digital traces from 

the logfiles of collaboration software portfolios. Extant studies are typically limited to specific ECS 

functionality and only few authors properly describe their data sources and their data pre-

processing (Schwade & Schubert, 2018b). No publications could be identified that use methods 

of Process Mining on ECS. The literature review regarding the explanation challenge revealed a 

similar picture. Whilst there is a multitude of classification schemes for collaborative work, they 

are all abstract and only some of them provide actual values or instantiations of the proposed 

concepts (Schubert, 2024a). Typical examples are approaches that aim to classify work situations 

according to dimensions (Schubert & Williams, 2022), among them synchronicity 

(synchronous/asynchronous), place of work (co-located/distributed), type of group process 

(communication, cooperation, coordination), content type (text, image, video, audio) and 

number of communication partners (one/many). 

The following sections discuss related work that informed the description of the pivotal 

challenges, the formulation of our problem statement and the development of the basic concepts 

and terminology for the new SPM method. 

2.1 Challenge 1: Data Challenge 

The reasons for limited prior application of Process Mining to collaboration technologies relate, 

to a large extent, to two key difficulties: the availability of suitable research and data collection 

methods and, data access and data handling. Digital traces are non-reactive system data and 

descriptively thin (Janetzko, 2017). They are not recorded for the purpose of research and analysis 

but for the correct operation of the collaboration software. Thus, they need to be transformed 

and enriched in an intricate process to reach a level of quality that makes them useful for SPM. 

Gaining access to organisational data. Gaining access to data from ECS is challenging in terms of 

both, organisational approval and technical availability. As data from operational ECS contains 

confidential and personally identifiable information, the organisation’s approval is required for 

extraction and use. Data requirements and the parameters and scope of data usage must be 

clearly defined and agreed in advance, through research ethics and data management 

agreements. This process takes time and requires the building of strong relationships between 

the research team and the organisations involved. For our study, we were granted full access to 

an operational on-premises installation of HCL Connections (CNX) and its databases. It was 

therefore possible to extract and transform all necessary data. The ECS is operated by the ECS 

Management Team involved in this study, which means that the people carrying out the research 

produced some of the digital traces on the platform themselves. All involved persons have given 

their consent for their data to be used. 

The technical availability of event data is often limited by the operations model of collaboration 

software. Whilst on-premises solutions usually provide full access on the database level (e. g. via 

ODBC), collaboration software that is provisioned in a Software-as-a-Service (SaaS) model might 
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provide limited or no access to the underlying databases and only offer access on the application 

level (through APIs defined by the software manufacturer or service provider). There are further 

technical access challenges as the log data is stored in heterogenous formats (van der Aalst, 2016; 

Vianna et al., 2019; Williams et al., 2020). Event data is also often only stored for a limited time 

before it is deleted (Schwade, 2021). The ECS Management team providing the data for this 

research had anticipated a future need and made sure that the logs were extracted and 

permanently stored, which allowed them to accumulate content and event data of more than 

eight years. 

Format and recording of ECS log file. Event logs have various formats and ways of being recorded. 

In SPM, we call their structure schema since the term “format” implies information on the actual 

file (format) the data is stored in, rather than what the included attributes are. Web server logs, 

for example, are often stored in plain text for easy access in command lines, whilst others are 

stored in databases or specialised formats (e. g. XES) for subsequent use (van der Aalst, 2022b). 

The technical implementation (schema and database type) of event logs is very dissimilar in the 

commonly used collaboration products. To give a few examples, CNX uses a relational database 

(DB2; 16 attributes), the database type of MS 365 logs is unknown to the user and only accessible 

as a cloud service (Management Activity API; 54 attributes), the event log of Hyland Alfresco is 

stored in a relational database (PSQL; 15 attributes) and the ISW Huddo Boards event log is stored 

in a document database (MongoDB; 14 attributes). Another big player, Atlassian, does not even 

provide access to the event logs in the SaaS versions of Jira and Confluence. We assume that 

these differences exist because the (external) provision of event data is, to date, not a requirement 

nor is its schema standardised in any form. So far, access to this kind of data has not (yet) been 

demanded by user organisations, which might change once the need for analytics increases. 

Specialised tools for event logs are (virtually) non-existent in collaboration software and at best 

there are rudimentary analytics features, e. g. simple usage metrics (Schwade, 2021). 

An excerpt of an event log, where a user uploaded a file to a community in CNX, is shown in Fig. 2. 

Each record has the following attributes: record identifier (ID), actor (USER_UUID), affected 

content item (ITEM_UUID), the used module (CONTENT_TYPE_ID), the event type 

(EVENT_OP_ID), the workspace in which the event happened (COMMUNITY_UUID), the 

timestamp (EVENT_TS) and nine additional attributes. As depicted in Fig. 2, the central event 

table contains primarily IDs, and the related values can be retrieved from dimension tables. When 

using CNX, uploading a file automatically triggers two follow-up events, which is a sign of the fine-

granular nature of the ECS event log. The event data satisfies two of the three log requirements 

for Process Mining (van der Aalst et al., 2012), as an activity (EVENT_NAME) and a timestamp 

(EVENT_TS) (used to derive the order of the events) can easily be identified. Identifying the third 

requirement, a CaseID, is more challenging, as will be further discussed in Section 2.2. 
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Fig. 2: CNX event data (excerpt) 

Data quality. Collaboration software comes with several issues regarding the quality of its event 

data, which is a factor that “can prevent the identification of interesting patterns” (Schwade, 2021, 

p. 5). For a start, the schema of the log data chosen by the software developer is conceived for 

purposes other than research, and definitely not guided by the idea of using it for Process Mining. 

As a consequence, data pre-processing (cf. next subsection) is a sine qua non for the generation 

of suitable event data. 

Digital traces in process-aware information systems (PAIS) are a suitable basis for research 

because recording them is a legal requirement (due to international accounting standards) and 

is necessary for technical reasons (roll-back). Thus, researchers can “piggyback” on this data for 

research. However, as there is no legal obligation to create logs for ECS, most of the systems 

record incomplete event logs. Logs are often limited to the tracking of essential changes to content 

(what was added and what is the current version). 

Intrinsic event log issues relate to the log quality in terms of attribute completeness, event type 

completeness and log heterogeneity (Bose et al., 2013; Diamantini et al., 2014). While we aim to 

find all attributes of a comprehensive list (cf. C-Log) and reduce the complexity of (more) complex 

(e. g. mentioned, recommended, duplicated) operations to CRUD, this information is not always 

provided by the system. In ISW Huddo Boards, for example, the creation of a reaction is logged 

but the deletion is not. Whilst the activity names that are recorded in process-aware information 

systems (PAIS) are usually similar to the names of actual business tasks (e. g. “create bill”, “issue 

invoice”), native collaboration software logs do not necessarily contain (useful) activity names. 

The attribute necessary to describe the software feature that was invoked by the user often needs 

to be artificially generated in the log pre-processing process (e. g. “create wiki page”, “complete 

task”). The activity name reflects the type of content and the way it was manipulated. 

Understanding what the user was doing in that moment requires a translation of the software 

ID USER_UUID ITEM_UUID SOURCE_ID ITEM_TYPE_ID EVENT_OP_
ID

COMMUNITY_ID EVENT_TS EVENT_
NAME

20010 3d689884-
ef31-469d-
ab8b-
9a564d36a127

072adbbd-715c-
4fd9-ba7a-
b6de53283a47

5 54 2 1337 2021-09-10 
13:42:31

files.file.creat
ed

20011 3d689884-
ef31-469d-
ab8b-
9a564d36a127

072adbbd-715c-
4fd9-ba7a-
b6de53283a47

5 54 50 1337 2021-09-10 
13:42:32

files.collectio
n.file.added

20012 3d689884-
ef31-469d-
ab8b-
9a564d36a127

072adbbd-715c-
4fd9-ba7a-
b6de53283a47

5 54 24 1337 2021-09-10 
13:42:32

files.file.notifi
cation.set

ID Name

3d689884-ef31-469d-
ab8b-9a564d36a127

John Doe

ID Name

072adbbd-715c-
4fd9-ba7a-
b6de53283a47

Hello World!

ID Name

7 FILES

ID Name

2 CREATE

24 FOLLOW

50 ADD

ID Name

1337 Testcommunity

Table: F_USERS

Table: F_ITEMS

Table: D_CONTENT_TYPE

Table: D_EVENT_OP

Table: D_COMMUNITY

Table: F_EVENTS

ID Name

5 FILES

Table: D_SOURCE



 

14 

feature into a work task (e. g. “create wiki page” → “prepare a meeting” or “complete task” → 

“task management”). This means that the problem described by van Zelst et al. (2021) of “events 

versus activities” is not the end of the discussion in collaboration software. Like in PAIS, we need 

to abstract fine-granular events to coarse-granular events (enriching the event record with the 

necessary activity names) to mitigate heterogeneity. In collaboration software, however, there is 

an additional step necessary to get to the description of activities at the business level (van Zelst 

et al., 2021, p. 722). We need a meta-construct, which combines multiple coarse-granular events 

(combinations of events or in Process Mining language process patterns) in a way that they 

describe task-level activities (scenes; c f. Fig. 3). These scenes can be used to determine the 

sequence of work tasks in a process model. 

 

Fig. 3: PAIS log vs ECS log 

Multiple systems view. As mentioned above, there are often multiple systems involved (Diba et al., 

2020) in a collaboration process. For example, two colleagues might initiate a chat in Skype, 

create a wiki page containing meeting minutes in CNX, @mention a third colleague to loop him 

in and then plan the discussed tasks in Atlassian Jira. The actions of these three users all relate to 

the same “collaboration process” and therefore must be tracked across these three different 

systems. This means that access to the data must be established for each individual system and 

system-specific pre-processing steps must be carried out in order to obtain processes that span 

multiple systems. Without the inclusion of several systems, a holistic analysis of collaborative 

work is not possible. 

Data Preparation for SPM. The academic field of PM provides methods and tools for the analysis 

of event logs (van der Aalst, 2016). For PM to work successfully, event logs need to be formatted 

using a standardised format (e. g. XES), so that they can be processed by PM tools (van der Aalst, 

2022b). A review of the accessibility and format of the event log of HCL CNX, one of the leading 

collaboration software products, showed how difficult it is to create a uniform coarse event log 

that contains descriptive attributes (activity names) of the system functionality that is recorded 

in the event log (Just et al., 2024). This is a challenge for the analysis of collaborative work since 

collaboration processes frequently span multiple software products, all with their own 

proprietary log format. This means that we need a data extraction and preparation pipeline for 

multiple source systems that is suitable for SPM to extract, enrich (incorporating additional 

sources, namely the content databases) and transform (e. g. abstract and combine) the data to 

ensure a sufficiently-high data quality. To “enrich” means that the target schema includes the 

attributes necessary for later analysis (e. g. responding to “W-questions” such as “who did what 

when where and with whom”?). This augmentation and the following harmonisation are 

necessary because the number and characteristics of the attributes in the native event logs are 

very diverse. 

Data pre-processing. To address the data quality issues of existing event logs in collaboration 

software the Data Preprocessing for Cross-System Analysis (DaProXSA) approach by Just et al. 

(2024) was chosen. This novel method for the harmonisation and aggregation of log files from 

collaboration systems is based on known approaches and frameworks for data mining, data pre-

processing and Social Collaboration Analytics (SCA) (Chapman et al., 2000; Diba et al., 2020; 
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Fayyad et al., 1996; Schwade, 2021). The SCA framework was developed “for establishing the 

analysis of collaboration activities in the digital workplace” (Schwade, 2021, p. 1) and serves as 

part of the foundation of DaProXSA. In this approach, events are described as “user actions on 

documents” (Just & Schubert, 2023). The concept is formalised in ColActDOnt. The ontology 

specifies the concepts and properties of collaboration events. 

2.2 Challenge 2: Description Challenge 

Recent studies of Social Process Mining show that automated Process Mining methods, which 

usually consider structured processes, are not yet suitable for Social Collaboration Analytics due 

to the unstructured sequences of user activity that occur in ECS (Blatt et al., 2023; Drodt & Reuther, 

2019). To date, no common standard or terminology for event logs in ECS exists, which makes it 

challenging to apply fully automated analysis methods and implies the need for extensive pre-

processing to combine, harmonise (Just & Schubert, 2023) and abstract (Blatt et al., 2023) the 

data to improve interpretability (van Zelst et al., 2021). Further studies in the fields of Process 

Mining (Biuk-Aghai et al., 2005; Hartl et al., 2023), Routine Dynamics (Budner et al., 2022) and 

Computer-Supported Cooperative Work (Arazy et al., 2020) all report similar challenges with the 

identification of collaborative user activity from event logs with fully automated methods. The 

essential analytical hurdle is to translate and abstract the event logs generated in ECS into 

meaningful descriptions of the collaborative user activity to better understand actual 

collaborative work practices in digital workspaces. To date, few in-depth empirical studies 

provide technical insight into the harmonisation of digital traces from ECS event logs (Just & 

Schubert, 2023). Even if such data can be obtained in the form of rich homogeneous data records, 

there is still the problem of description, that is, “translating” events (“a user performing an action 

on a content item”) into a meaningful description of the type of work or work routine that is 

represented by such fine-granular user activity (Pentland et al., 2020). Thus, new analysis 

methods and metrics are required to advance research in this area, which we address in the 

research described in this article. 

Digital workspaces and work processes. A large percentage of the digitally-supported 

collaborative tasks in companies are carried out in digital workspaces, the digital environments 

where organisational units and project teams work together. Digital workspaces are created by 

selecting and assembling the required functional components provided by the collaboration 

platform. The creation of a new workspace starts when a workgroup is being formed. The 

functionality offered by current ECS is often broad and decisions need to be made about the 

choice of the software components to support the different types of collaborative work. The 

design of each new workspace is dependent on the specific context of use, the nature of the 

workgroup involved, the type of work being undertaken and the affordances of the available 

technologies (Gerbl & Williams, 2023). 

Collaboration processes are not like ERP processes. The nature of work that is supported by 

collaboration software is significantly different from the work carried out in process-aware 

information systems (such as ERP or CRM systems), which support clearly structured, recurring 

business processes. The collaborative work is more flexible and less well-structured, in that the 

tasks may be carried out in unpredictable, changing sequences. 

There are many established methods for the exploration of business processes based on the 

analysis of trace data from process-aware ERP systems (van der Aalst, 2016); ideally these Process 
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Mining methods could be adjusted and used to analyse the event logs from ECS to better 

understand collaborative work in digital workspaces (Pentland et al., 2020). Unlike process-aware 

systems, such as ERP or CRM systems, from which processes can be explored and analysed in the 

form of formalised models (e. g. using BPMN), ECS are not prescriptive regarding work activity; the 

same task can be accomplished using different software functionality or modules in varying order 

(Schubert, 2024b). 

The nature of collaboration processes. To successfully address the description challenge, we need 

to establish a clear understanding of the term “collaboration process”. As mentioned earlier, 

whenever possible, we use the established terminology from PM to make sure that existing PM 

tools can be used for analysis. The problem with the description of processes or process snippets 

is that there is no generally accepted classification for collaboration processes. There is a 

multitude of classification schemes for abstract constructs, but only a few concrete taxonomies 

provide descriptive labels (Schubert et al., 2025). Collaborative work processes are composed of 

sequences of actions, some of which are synchronous, requiring employees to work together at 

the same time (e. g. using a video conferencing tool), whereas other tasks are performed 

asynchronously where work is conducted sequentially, with one employee working 

independently on a task then handing over the work products to another employee when their 

part is done. In addition, an individual employee might be a member of multiple workgroups and, 

as a consequence, multiple digital workspaces, and move between them over a working day. 

In Fig. 4, we conceptualise the workday as a sequence of work scenes. Collaborative tasks can be 

carried out synchronously or asynchronously, in the private dataspace of the individual or in a 

space shared with colleagues and the activities can be digitally-supported or physical. It is 

important to bear in mind that not every step of a collaboration process is digital and thus 

recorded in an event log. The digital traces will never give us a complete picture and the resulting 

metamodel might be incomplete. 

 

Fig. 4: Workday as a sequence of work scenes 

PM was conceived for structured, repetitive business processes. Weske defines them as follows: “A 

business process consists of a set of activities that are performed in coordination in an 

organisational and technical environment. These activities jointly realize a business goal.” (Weske 

2007, p. 5)  

Collaboration processes, on the other hand, are not well structured and whilst the effective 

sequence of activities follows certain patterns, each concrete process instance is usually slightly 

different. In 2005, van der Aalst investigated the possibilities of applying Process Mining to 

digitally-supported collaboration processes, or in his words “less structured processes supported 

by CSCW systems”. In our research we are following up on these early investigations and 

deepening the understanding of the necessary trace data as well as the observable forms of 

collaboration processes. 
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In an attempt to stay close to the understanding of a business process in PM, we merge the 

definition by van der Aalst (2005) and Weske (2012) and define the term “collaborative work 

process” as follows:  

A collaborative work process (shown in Fig. 5) consists of a sequence of work scenes (a set of 

activities involving two or more people) who are jointly working on a shared task. Such 

collaboration processes can be supported by one or more collaboration tools. A work scene 

occurs in a workspace and is defined by the involved actors. In the scene, the actors create one 

or more content items in a container. The digital support of collaborative work processes (with 

the aim of completing a task) frequently spans multiple software tools. 

 

Fig. 5: Container bracketing: events of two users in three apps 

To give an example, a process for the joint creation of a financial report might be initiated 

asynchronously in a chat, then be followed by a discussion in a forum app (board) and the 

participants will then usually continue to extend and finish the document asynchronously after 

the meeting ended (file sharing and editing). This means that such a collaboration process is 

characterised by handovers of work on documents and transfers between different software 

tools. The common understanding of a scene according to dictionaries is: “the place where some 

action or event occurs”, “a division of a play[…], usually representing a passage of time in a single 

setting, featuring a specific character or group of characters”, “a unit of action or a segment of a 

story in a play”1. In the context of SPM, a scene is a concept used to describe a segment of a 

collaboration process that contains a bundle of (inter)actions of a group of actors in a specific 

location (a container in a workspace) in a related time frame. This definition is in line with previous 

uses of the term e. g. by Simões et al. (2018) and Schön et al. (2019). 

As can be seen in Fig. 5, a collaboration process is a sequence of consecutive scenes in different 

software systems. A single scene (e. g. a chat conversation or a joint discussion in a forum) can be 

computationally identified because it happens among a given group of actors, in a limited time 

interval, on a single document and in the same software tool. We extend the concept of temporal 

bracketing (Hartl et al., 2023) and perform container bracketing. We bundle the events in a specific 

container that occur in a specific time frame into a scene. The transfer takes place when the same 

group of actors starts their work on a new document in a different functional software module. 

 
1 Source: dictionary.com/browse/scene, accessed 12.07.2024 

https://www.dictionary.com/browse/scene
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For the identification/description of collaborative work processes we need descriptive labels for 

the scenes. The combination/sequence of certain scenes is an indicator for a specific type of 

collaborative work process. The IRECS model (Schubert, 2024b) provides a taxonomy for ECS. 

Two of the IRECS levels (cf. Fig. 6) were identified as candidates for the description of collaborative 

work. The description of the concepts is available in an online repository2. 

 

 

Fig. 6: IRECS taxonomy: collaborative scenarios (processes) and collaborative features (scenes) 

Level 2 contains “collaboration scenarios”, which are collaboration processes in the 

understanding of Process Mining. Level 4 contains “collaborative features”, which describe the 

functionality of ECS and are natural candidates for the description of work scenes. We selected 

the IRECS taxonomy as our starting point for the development of descriptive labels for 

collaborative work. Table 1 shows examples of scenes with their typical container and examples 

of software products. 

Table 1: Work scenes (labelled using the IRECS taxonomy) and their typical containers 

Work scene  Container: content types Example software products 

Chatting Channel: microblog post, comment, 
file 

iMessage, WhatsApp, Skype, Teams 

Visualising Workspace: board, content elements Miro, Mural 

Video 

conferencing 

Meeting: microblog post, audio 

transcript 

Zoom, BBB, Sametime, Go2Meeting 

Discussing  
a topic 

Forum: post, comment CNX Forum, IP.Board 

Shared  

authoring 

Workspace/folder: file, revision 

marks, comments 

OneDrive, Nextcloud, Connections 

Docs, Google Files 

Sharing  
information 

Blog: post, comment CNX Blog, WordPress 

Sharing files Folder: file, comment CNX Files, Nextcloud, Box 

Shared tasks Board: todos, notes, comments Huddo Boards, Atlassian Jira, Asana 

 

Social Documents: The Content in Enterprise Collaboration Systems. Social documents are the 

output of the work of people in ECS (e. g. blog posts, wiki pages), and “are created as people 

collaborate on joint work” (Williams et al., 2020, p. 2826). The structure of social documents has 

 
2 w3id.org/CEIR/irecs 
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been formalised by Williams et al. (2020) in the Social Document Ontology (SocDOnt). Fig. 7 shows 

an excerpt of the essential concepts in SocDOnt.  

Social documents are abstract objects, which are viewed as compositions of content items. The 

initial content item (root item) of a social document is the intellectual entity. These can be, for 

example, files, board posts, microblog posts, tasks, blog posts or wiki articles. Other items, also 

referred to as social document components, can be added (by other authors) to a social 

document. Components can be intellectual components (e. g. comments or attachments), which 

contain text or images provided by the author or simple components (e. g. tags or 

recommendations), which are “simple” reactions or classifying markers. Containers are high-level 

concepts and group items stored by the same application (e. g. forum, weblog, wiki, microblogs). 

Containers and social documents are stored in spaces. The (group)spaces are the virtual 

environments where groups work together. 

 

Fig. 7: Overview of core concepts in the Social Document Ontology (excerpt) (Williams et al., 2020) 

Social documents as traces of collaborative work. Social documents are initiated by the create 

action of the user who creates the intellectual entity, which is the starting point (core) of the 

document. Once created, the intellectual entity (violet) can be enriched by further content items 

(yellow) by any author that has access to the document (cf. Fig. 8). This way, the items of a social 

document can be read (R), changed/updated (U) and deleted (D) and additional content 

elements (components) can be created (C), changed/updated (U) and deleted (D) by multiple 

authors. Social documents are compound documents and can contain multiple different content 

types (e. g. a forum contains posts with responses and tags). 

 

Fig. 8: Sequence of content creation: growing document graph  

The sequence of content creation can be visualised in a graph structure (cf. Fig. 9). The social 

document is an ideal study object for examining the joint interactions of people around specific 

content (Mosen et al., 2024). 

Composition

Aggregation
Ontology:

Concept Name
Sub-concept

Concept

Legend

SIOC:
Space

SIOC:
Container

SocDOnt: 
Collection

has *1 has *
1

has

2..*

*

SIOC:
Item

SocDOnt:
Social Document

has 1..**



 

20 

 

Fig. 9: Structural view of joint content creation (document graph) (Mosen et al., 2020) 
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3 Research Design: Action Design Research (ADR) 

As discussed in the section on related work, conducting Social Process Mining is a multi-facetted 

task and we knew that we had to overcome multiple challenges on the way to a successful SPM 

Method. SPM is a practical domain and the aim of SPM is to help user organisations to better 

understand how the software is used. Against this background, we needed to work in a concrete 

organisational setting and closely with the actual users of SPM to identify their needs and to 

receive continuous feedback. Also, our development and testing required a suitable data source 

(containing events of the collaborative work of real people) for development and testing. We 

chose Action Design Research (ADR) as our research method because it was ideally suited to our 

needs. Sein et al. developed ADR as “a research method for generating prescriptive design 

knowledge through building and evaluating ensemble IT artefacts in an organisational setting” 

(Sein et al., 2011, p. 40). We were able to perfectly match the principles of ADR in our research 

setup. We worked closely with a provider of a hosted service for a large Enterprise Collaboration 

System and were thus able to develop and test SPM in this realistic organisational setting. This 

allowed us to perform multiple cycles of development and testing of methods and tools, to 

evaluate the results and use the findings to develop design principles for the next cycle. In doing 

so, our research accounts deeply for the context of the user organisation and incorporates the 

“to-be-developed artefact’s organisational stakeholders and end-users in the research process” 

(Peffers et al., 2018, p. 134). 

3.1 Research Design 

Fig. 10 shows the cycles of the ADR project. As suggested by Sein et al. (2011), each cycle contained 

the stages of problem formulation, building (plus intervention and evaluation), reflection (and 

learning) and formalisation of learning (output). At the time of writing this article, the ADR project 

had been running for 6 years and had gone through three major cycles. The current SPM Cockpit 

is a functional prototype and addresses all of the discussed challenges in a proof of concept. 

 

Fig. 10: Cycles of the Action Design Research following Sein et al. (2011) 

Cycle 1. “Entering the field”. The first phase of the ADR project was characterised by multiple tests 

with the raw data using existing PM Tools (RegPFA, Disco, ProM) aiming at finding a suitable 

CaseID. The results were uninterpretable spaghetti models (Drodt & Reuther, 2019). The main 
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finding from this phase (which served as an input for the next phase) was that ECS logs cannot be 

used in their native form and have to be substantially pre-processed. 

Cycle 2. “Working on the data challenge”. The focus in this phase was on data preparation. An 

observer was created to create a reliable high-level log. With the help of the observer log, an 

algorithm for event log abstraction of the low-level log was developed (Blatt et al., 2023). An alpha 

version of a specialised software artefact was created (SPM Cockpit Alpha). The results of the app 

were uninterpretable workspace models. The output of this phase (and thus the input for the next 

phase) was the realisation that we need the social document ID (SocDocID) as a CaseID because 

joint work happens around documents.  

Cycle 3. “Working on the description challenge”. The focus in this phase was on the use of the 

SocDocID as a CaseID. The SPM application was further developed into a beta version (SPM 

Cockpit Beta). A framework for the description of the collaboration process patterns was 

developed and published (Schubert, 2024b; Schubert et al., 2025). The next and final step in this 

project was then the (further) development (and making publicly available) of a catalogue of 

collaboration patterns (models) and their corresponding scenes (feature bundles). 

3.2 Participants: ECS Management Team and ADR 

Researchers 

The user organisation which provided the context and the data for the ADR research project is the 

University Competence Center for Collaboration Technology (UCT), a provider of a large-scale 

Enterprise Collaboration System, which we call the ECS Management Team (Schubert & Williams, 

2016). The ECS Management Team runs an instance of CNX as a Software-as-a-Service (SaaS) for 

educational institutions. At the time of writing this article (2024), the ECS had been in operation 

for 10 years. The ADR research project had been started six years earlier (in 2018), when the ECS 

Management Team had approached the ADR Researchers, a team of academics with a 

background in Process Mining and Enterprise Collaboration Systems, with the request to analyse 

the use of the ECS. 

3.3 Data Source: UniConnect 

The ECS used for this research is an operational instance of CNX3, which provides multiple 

collaboration software modules including microblogs, blogs, forums, wikis, files and task boards. 

The platform (UniConnect) has 3,718 activated user accounts, 2,430 workspaces and 5,612,823 

event records (unfiltered, for the time period from 2017 to 2023). 

 
3 hcl-software.com/connections (CNX) 

https://www.hcl-software.com/connections
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4 Development of the SPM Method: Design Science 

Cycles 

In order to design the SPM Method, we conducted three design cycles as described in the research 

design. At the end of each cycle, we reviewed (and published) the intermediate results, which 

helped us improve and deepen our understanding of the ECS event data, make important 

adjustments for the pre-processing of the event data and develop design principles for the digital 

artefact (the SPM Cockpit). 

4.1 Cycle 1: “Entering the Field”– Experimenting with the 

Raw ECS Event Data 

Project activity. We started the ADR project with a series of workshops in which the UCT 

Management Team assumed the role of the Client in need of platform analytics, which the ADR 

Researchers in the role of IT Consultants were meant to provide. The workshops helped to clarify 

the project goals, to develop a joint language (terminology) and to discuss possible ways to use 

Process Mining techniques for the analysis of event data. It was decided to use the terms defined 

by the Collaborative Actions on Documents Ontology (ColActDOnt) for the description of the 

theoretical concepts. A plan for the data extraction was developed and a preliminary data set was 

jointly extracted from UniConnect. The ADR Researchers began the investigation with an 

explorative analysis of the raw event log using process discovery methods in existing PM tools 

(Drodt & Reuther, 2019). 

Research findings. The ADR Researchers transformed the native event records from the database 

into XES (using the user as CaseID), applied trivial filters to exclude read and visit events and tried 

to explore user activities and their sequential relations. The initial results were “spaghetti”-like 

process models. In the next step, we tried to predict user interactions using RegPFA (Breuker et 

al., 2016), a predictive process discovery algorithm. The tests showed that the log contained too 

many raw system events, which made it impossible to produce a suitable model that provides a 

basis for a meaningful analysis of collaboration processes in ECS. 

In further experiments, the ADR Researchers utilised ECS event data to discover different views on 

possible collaboration processes, focusing on finding an attribute that is a suitable CaseID. The 

Fuzzy Miner, implemented in the PM tool Disco4 is suited for handling unstructured log data and 

abstracting complex process models (Günther & Rozinat, 2012; Günther & van der Aalst, 2007; 

Rozinat, 2013), making it a suitable choice for SPM. We tested the three most promising attributes, 

Account (USER_ID) Item (ITEM_UUID) and Space (COMMUNITY_ID) as CaseIDs and tried 

interpreting the resulting models. Table 2 provides an overview of the selected IDs in the event 

log and an assessment of their suitability for use as a CaseID. 

 
4 fluxicon.com/disco 
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Table 2: Summary of evaluation of using different CaseIDs 

ID Implications on process models Characteristics of resulting process 

models 

Account 
(USER_ID) 

When selecting the Account as a 
CaseID, the traces represent 

individual users’ actions. As traces 
are constituted for individual 

users, the process models do not 
provide insights on collaboration 
patterns between multiple users. 

The resulting process model 
typically contained very long paths. 

Item 
(ITEM_UUID) 

The resulting traces are 
constituted for each social 
document component, showing 

the different actions performed on 
them. Considering a blog post, 

adding a comment to the original 
post was considered in a separate 
trace because the blog post and 

the comment have different 

ITEM_UUIDs. 

As the ITEM_UUID in CNX is very 
fine-granular, the resulting process 
models contained many short paths 

consisting of only one activity. This 
is not surprising because many 

content components allow only one 
action to be performed. 

Space  

(COMMUNITY_ID) 

In this case, each trace represents 

a workspace. It could be assumed 
that the resulting process model 

would allow to identify typical 
collaboration patterns in 
communities. However, we 

observed several limitations in this 

process model.  

First, we observed that the process 

model often contains very few paths 
consisting of a high number of 

activities. These very long paths are 
caused by activities that are 
unrelated as they were executed in 

parallel but depicted as sequences 

in the process models. 

 

As shown in Table 2, the event log of CNX does not contain a suitable CaseID. In the following, we 

present exemplary results from using the COMMUNITY_ID and the ITEM_UUID as CaseID. We 

extracted the event log from UniConnect for the year 2021. The event log contained 1,122,167 

events generated by 1,174 users across 633 workspaces involving 234 unique activities. The high 

number of activities recorded in the log is a first indicator for its fine granularity. When set to show 

100% of activities and 100% of paths, Disco returned the unfiltered process models shown in Fig. 

11 and Fig. 12, the first with the COMMUNITY_ID and the second with the ITEM_UUID as CaseID. A 

closer inspection of the process model revealed that the complexity mainly stems from the very 

high number of variants, making it impossible for analysts to interpret such a complex process 

model. The high number of variants is caused by the high number of different activities and the 

overall number of events per case. 
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Fig. 11: Unfiltered Process Model (CaseID: COMMUNITY_ID) 

 

Fig. 12: Unfiltered Process Model (CaseID: ITEM_UUID) 

The process model became more readable when reducing the number of possible paths. Fig. 13 

shows a filtered version of Fig. 11 (CaseID: COMMUNITY_ID) with only 1% of the paths, which still 

shows a very complex model with many variations. As can be seen, the reduction of paths does 

not help in terms of interpretability and the loss of information is not acceptable for a holistic 

analysis of collaborative work activity anyway. 

 

Fig. 13: Filtered Process Model (CaseID: COMMUNITY_ID; filter 1% of paths) 

In the next step, we filtered the process model to show only event data from one particular 

workspace. The resulting process model (Fig. 14) shows 100% activities and 100% paths. As 

summarised in Table 2, the process model contains many short paths consisting of one or only a 

few activities, which is an indication that we see typical sequences of system functionality rather 

than meaningful collaboration processes. Closer inspection confirmed this suspicion. CNX 

records an excessive number of events corresponding to “read” and “visit” events. A particular 

issue with read and visit events in CNX is that they are triggered after almost every user action. For 

example, after creating a blog post, the user is redirected to this blog post. The log triggers a read 

event for this post associated with the user ID (another indicator for the fine granularity of the 

log). Consequently, the related activities take a central role in the process model, resulting in 

many loops that interrupt longer process paths. Even with state-of-the-art software, it is currently 

impossible to automatically filter out the system-generated events. They cannot be distinguished 

from regular read or visit events resulting from actual and deliberate content views. 
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Fig. 14: Process Model for a selected workspace (CaseID: ITEM_UUID) 

To address this problem, we followed the suggestions by Droth and Reuther (2019) and filtered 

all read and visit events from the event log in the next step of our exploration (in 

acknowledgement of the resulting potential information loss). The resulting process model is 

shown in Fig. 15 and has become much more readable. With the filtered read and visit events, 

most paths became slightly longer. Furthermore, most of the paths of the process map seem to 

be independent branches as they finish with the end event and have no transitions to other paths. 

A closer inspection of these branches reveals that they are separated by the available modules 

(ColActDOnt: containers) in the workspace, i. e. sub-processes in the forum are separated from the 

sub-processes in the blog of the workspace. This observation is not surprising and a logical 

consequence and limitation of choosing the ITEM_UUID as a CaseID. 

 

Fig. 15: Process Model for a selected workspace with filtered events (CaseID: ITEM_UUID) 

Now that we had established that a process path is built around the actions on a certain type of 

content, we performed a final step and filtered the event log to only show events from a single 

container, i. e. the forum of this workspace. The resulting process model is shown in Fig. 16. With 

the process model being filtered to the forum of the particular workspace, several paths become 

clearly visible that can possibly be interpreted. The sub-process on the right, for example, shows 

the process of creating topics (a discussion among people) in the workspace. 

 

Fig. 16: Process Model for the forum in a selected workspace (CaseID: ITEM_UUID) 

Here, another issue with the low-level log of CNX can be observed. The sub-process starts with 

the event forum.topic.followed, which is followed by forum.topic.created. When a user creates a 

topic in the forum, the user automatically subscribes and thus follows the topic. In the event log, 
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this is represented by the sequence consisting of these two events, which are both associated 

with the actual user ID. When analysing the low-level event log of CNX, we observed that these 

two events occurred in different orders for the same user action. Such event sequences that are 

triggered automatically are problematic for SPM because they do not reflect actual and deliberate 

user actions. Thus, in many cases, they lead to misleading process models. The paths with the 

highest frequency following the forum.topic.created activity node leads to the 

forum.topic.updated node, which shows that in 50% of the cases, when a forum topic was created, 

it was immediately updated, for example, to correct errors or add information. It also appears 

that some forum topics were immediately deleted after their creation. Apart from these 

observations that indicate an individual’s behaviour for content maintenance, this sub-process 

does not allow the discovery of collaborative processes between individuals. The process model 

merely describes the lifecycle of a forum topic and the order in which the system allows the 

execution of particular actions. 

It is noteworthy that there are no connections between these two sub-processes in Fig. 16. It could 

have been expected that the parts of the process for creating a forum topic and replying to a 

forum topic are connected. As mentioned before, the reason for the many isolated sub-processes 

is a result of choosing the ITEM_UUID as the CaseID. In the forum, the topics and their replies have 

different ITEM_UUIDs, which is why they are depicted as separate processes in the process model. 

Furthermore, the knowledge gained from the process model is limited. It is likely that the models 

merely show system functionality and cannot help us to show actual user behaviour. Also, it 

remains unclear for which purpose or as part of which process an action was executed. Another 

limitation of the process models generated by Disco is that they do not show interactions 

between users (collaboration). In the process models, an event sequence initiated by one user 

looks the same as the same event sequence by multiple users. As argued throughout this article, 

the native event logs of ECS are on a rather fine-granular level, which is not suited for SPM. 

To summarise, our tests showed the following challenges with the low-level log of CNX: One user 

action in the system may result in multiple low-level log events, which may also occur in different 

order for the same user action. Consequently, the low-level events of two or more user actions 

may overlap, making it impossible to apply simple mapping techniques. We also observed that 

the low-level log contains events where no user activity was performed. In the Process Mining 

literature, such fine-granular logs are also referred to as low-level event logs. In low-level logs, it 

is often impossible to associate fine-granular low-level events with the corresponding user 

activity (Bose et al., 2013; Bose & van der Aalst, 2009; Zerbato et al., 2021). 

The purpose of the first ADR cycle was to test the feasibility of using the raw data with existing PM 

tools. We extracted three major insights as design principles for the following cycles. (1) An ECS 

(in our case CNX but we found the same for other ECS) produces system events, which are not 

helpful for the analysis of actions between users (collaboration), (2) the available event attributes 

do not provide a viable CaseID and (3) events are recorded on a (too) low level of abstraction. 

These insights led us to the second cycle, in which we focused on data preparation, enriching the 

event records (by artificially introducing a social document ID (SocDocID)) and pre-processing 

(filtering and abstracting) the data with the help of a novel method (DaProXSA). 
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4.2 Cycle 2: “Addressing the Data Challenge” – Enriching 

the Event Log 

Project activity. The activity in this cycle focussed on addressing the data challenge. The ADR 

Researchers developed and applied a novel method for data pre-processing (DaProXSA). In 

parallel, the first alpha version of the SPM Cockpit was developed. This App is meant to assist the 

UCT Management (the client) with their desired data analyses. 

Research findings. Based on the insights gained in the first ADR cycle and a complementary 

literature analysis on event data preparation, the ADR Researchers developed DaProXSA (Data 

Preprocessing for Cross-System Analysis, cf. Section 2.1) as a method for data pre-processing 

(Just et al., 2024). DaProXSA consists of seven data pre-processing steps for event logs from ECS, 

which mitigate the following data challenges described before: (1) heterogeneous log formats, 

(2) different levels of granularity, (3) missing CaseID and (4) missing attributes. We used the 

recommended methods for data augmentation and abstraction techniques to obtain an 

interpretable, high-quality event log for SPM. As a result, the final event log schema was based on 

the harmonised C-Log schema (Just & Schubert, 2023) and includes additional attributes from 

organisational data (e. g. user accounts and roles) and content data (e. g. wiki page names and 

wiki page content).  

Selection, Flattening & Enriching, Extraction, Filtering. In the collection phase the available records 

were identified and selected from the system. The records were flattened (denormalised) and 

enriched, a process in which a number of additional attributes was added to the record to turn it 

into a C-Log. One of the essential new attributes is the SocDocID, a unique ID that is shared by all 

the items of a particular document on which the users collaborate. In the cleaning phase 

unnecessary log entries (e. g. redundant events or events that do not relate to content data) were 

filtered. 

Social Documents as the key element for SPM. From the experiments with the use of different 

CaseIDs, we had ascertained that the ITEM_UUID produced the most meaningful process models. 

When people work together, they read and manipulate content items. One person creates an 

initial root item (e. g. a forum or blog post or a file) and others can then respond to this item (e. g. 

with comments or likes). With their response, they create new items that are linked to the root 

item (shown in the growing document graph in Fig. 8). So far, however, the process models for 

the ITEM_UUID are very short and do not show collaborative work due to the simple fact that, in 

the context of a blog post for example, the related comments have differing item IDs (in the native 

CNX event record) and are thus handled as independent cases, which does not help to discover 

interaction around a social document. 

This is where the concept of the social document by Williams et al. (2020) provided us with a 

solution. Social documents can be represented as growing graphs (cf. Fig. 9), and they are 

composed of related items that share the same document ID. The existence of this shared social 

document ID (SocDocID) allows us to use it as an ideal CaseID. Unfortunately, this ID does not 

naturally occur in the logs of commercial collaboration software and has to be artificially 

generated and added to the events records during pre-processing. The introduction of the 

SocDocID that strings previously (programmatically) unrelated items together into a meaningful 

graph structure creates a new perspective that has previously not been available. 
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Event Abstraction. During the collaborative work of humans in an ECS, the system records low-

level events. In order to conduct a suitable analysis using ECS events, we need to solve the issue 

of the low granularity of such events. For example, a high-level activity can consist of several low-

level activities, which, in turn, can occur in different sequences or overlaps (cf. Cycle 1). Thus, the 

solution is the transformation of low-level events into high-level events, which is called event 

abstraction (van Zelst et al., 2021). In the transformation phase of DaProXSA, this abstraction is 

performed to reduce data complexity. This way, fine-granular events are bundled into higher-

level events, which contributes to less complexity in the generated models. 

Existing work has not been able to take the explained characteristics into account, which is why 

we needed to develop a suitable approach (Just et al., 2024). The idea is that we record high-level 

events for a predefined period of time. This is done using an observer, that recognises predefined 

user activities in ECS and records them with the needed level of abstraction. Then, using the 

native low-level events and the high-level events from the observer, we can, using a supervised 

machine learning approach, train an abstraction model. This model can then be used to abstract 

various low-level events to the desired level of abstraction. Thereby, irrelevant and duplicate 

events are removed. What remains are events that express the actual intended collaborative user 

actions. With the trained model, it is possible to abstract future events from other instances of the 

same software so that the training of the model only needs to be performed once per software 

product. 

Data Harmonisation: Improved C-Log Schema. Introducing a common schema that harmonises 

the concepts and names of log records improves their readability and comparability. When 

comparing the native event log of CNX to the harmonised C-Log format (Fig. 17), we see that there 

are benefits in the (1) reduction of actions (in red) to CRUD operations and (2) in the omitting of 

module name (e. g. forum) because it leads to easier readability. Omitting the container does not 

lead to an information loss since there is (in most cases) only one possible intellectual entity type 

per container (e. g. wiki pages can only be found in wikis). 

 

Fig. 17: Event log entries for growing document graph (left: native activity names, right: C-Log) 

These modifications are essential when we track events over several systems because uniform 

names are now available for similar or even identical operations. A cross-system example from 

CNX and ISW Huddo Boards (IHB) is the following: The events activity.entry.created (CNX), 

activity.entry.duplicated (CNX), activity.todo.created (CNX) and node.create (IHB) are all 

transformed to Task.CREATED. Minor information loss is happening since the duplication of a task 

is not exactly the same as a creation, but the harmonisation helps to reduce variability in the 

Transformation to C-Log schema
BoardPost.created
BoardPost.Like.created
BoardPost.Tag.created
BoardPost.Tag.created
BoardPost.Tag.created
BoardPost.Comment.created
BoardPost.Comment.created
BoardPost.Comment.created
BoardPost.Comment.Like.created
BoardPost.Comment.Like.created

Native activity names in CNX
forum.topic.created
forum.topic.recommended
forum.topic.tag.added
forum.topic.tag.added
forum.topic.tag.added
forum.reply.created
forum.reply.created
forum.reply.created
forum.topic.reply.recommended
forum.topic.reply.recommended
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process models. Additionally, the node.create event from ISW Huddo Boards happens for 

different node types (boards, comments, entries, lists and tasks), meaning that the harmonised 

event name is in this case even more precise than the native system event name. 

The ontology-based log schema introduced by Just and Schubert (2023) offers an object-centric 

representation of event data. All of the used concepts are modelled in the ColActDOnt. For the C-

Log schema, selected data properties were chosen to gain a comprehensive list of attributes for 

ECS event log records. Some of these are necessary for SPM (in italics). For example, the system 

instance and the social document ID are essential for SPM. Without these, there is no CaseID and 

no way to differentiate the origin (system) of an event. The attribute list (cf. Table 3) was refined 

to also include a UTC timestamp which enables an absolute ordering of events. The two 

timestamps make it possible to analyse activities in relation to the local time (for example, 

whether different activities are carried out in the morning or the afternoon) and to have a 

complete chronological order of all events without additional data transformations (in BI tools). 

Table 3: C-Log for SPM (further developed from Just et al., 2024, p. 8) 

Attribute | Abbreviation Example - HCL Connections Example - ISW Huddo Boards 

Agent Email bobross@artcompany.com bobross@artcompany.com 

Agent ID (artificial) 
f8819a77-7159-4b14-9196-

acd25f513453 

f8819a77-7159-4b14-9196-

acd25f513453 

Agent Name Bob Ross Bob Ross 

Agent Type Person Person 

Account ID 
1bfb7393-d807-643f-bd26-

18b752bca71a 
622b0a7443607da298bbbf39 

System Instance ArtCompanyConnect ArtCompanyHuBo 

System Software Product HCL Connections (CNX) ISW Huddo Boards (IHB) 

Space ID 
e286f327-62be-43a9-9af3-

ba7bb8af5a2c 
6638bbe74ee49b57ef0a4701 

Space Name Creative Painting Space Creative Painting Tasks 

Space Type GroupWorkspace GroupWorkspace 

Container ID 
91896bcb-162b-40dc-8f57-

fc573ce30f50 
6638bbe74ee49b57ef0a4702 

Container Type Wiki TaskContainer 

SocialDocument ID | SD-ID 
a34fb7b1-619f-4d14-942b-

65b33798cbd0 
6638bbf19698217daeae9cde 

IntellectualEntity ID | IE-ID 
cd1543b5-de23-45c1-a894-
f7da483240d8 

6638bbf19698217daeae9cde 

IntellectualEntity Name How to paint mountains? Paint Kilimanjaro on canvas 

IntellectualEntity Type | 
IE-Type 

WikiPage Task 

IntellectualComponent ID 
| IC-ID 

ba1493b5-40de-45b5-b784-
b7ed458246d8 

Comment 

IntellectualComponent 

Type | IC-Type 
Attachment 663a2abd7f145af5223ba955 

SimpleComponent ID | 
SC-ID 

NULL 663a2ac082e5c1bf664c7ce2 
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SimpleComponent Type | 

SC-Type 
NULL Reaction 

Event Action (CRUD) | E-
Action 

CREATED CREATED 

Event ID | E-ID 88190212 663a2ac04ee49b57ef0a7e98 

Event Timestamp (local) 2024-06-17T13:21:04.829 2024-06-17T14:12:54.515 

Event Timestamp (UTC) 2024-06-17T15:21:04.829 2024-06-17T16:12:54.515 

Native Event Name wiki.page.attachment.added reaction.create 

Activity (IE-Type.IC-
Type.SC-Type.E-Action) 

WikiPage.Attachment. 
CREATED 

Task.Comment.Reaction. 
CREATED 

 

The idea of a log processor. As mentioned earlier, the transformation of the raw event data into a 

harmonised C-Log requires a tailored “transformation adaptor” for each included software 

product. Our first version of a log processor application supports the three phases recommended 

by DaProXSA (Just et al., 2024). We identified the available data sources in CNX, selected relevant 

data and then performed queries on the CNX databases. The relevance was determined by the C-

Log attributes that are based on the Collaborative Actions on Documents Ontology (ColActDOnt). 

We adapted the schema (e. g. by adding local and UTC timestamps) and applied it to each event 

record to augment the native log (e. g. names of spaces, IDs of containers) to capture additional 

process-related information. Finally, the enriched event logs were exported into one harmonised 

multi-system data store for cross-system analyses using the SPM Cockpit Alpha. 

SPM Cockpit Alpha. In parallel with the extensive data processing in this cycle, the ADR 

Researchers developed the alpha version of the SPM Cockpit. The app is meant as a specialised 

tool that imports event data of ECS and performs Process Mining techniques to create process 

models that represent collaborative activity in ECS. The Alpha version, which was developed and 

tested in this cycle was used primarily with the concept of the workspace as a CaseID. At the start 

of the phase, the events were on a low level of abstraction. Not surprisingly, this still did not lead 

to satisfactory results. However, the developed approach behind this tool was promising, so with 

the enriched data available at the end of cycle 2, we revised the tool into the beta version. This 

will be described in the following section. 

4.3 Cycle 3: “Addressing the Description Challenge” – 

Collaborative Work Scenes 

Project activity. In the Beta version, we added a graphical user interface (GUI) to facilitate access 

for the UCT Management Team for evaluations. The enhanced event data was imported into the 

SPM Cockpit and used to generate process models, which were then transformed into 

collaboration patterns. These patterns were discussed in multiple workshops between the UCT 

Management team and the ADR Researchers. The UCT team provided descriptions of typical work 

scenes carried out in UniConnect in natural language. The descriptions of these scenes were 

mapped to the patterns and added to an SPM Catalogue. 

Research findings. The SPM Method aims to discover collaboration processes from the events 

recorded during the use of (collaboration-supporting) software systems. The basic concept of 

collaboration lies in the joint work of two or more participants on a common goal (Biuk-Aghai et 

al., 2005). The quality of the method is ultimately determined by its ability to accurately reflect 
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the human-triggered real-world collaboration processes. Thus, the final cycle aimed to provide 

visualisations and descriptions of work processes that can be used to discuss the conformance 

with the actions of people in the real world. For this, the SPM Cockpit was further developed to 

extract and visualise collaboration patterns, which can be mapped to work scenes that are 

familiar to people because they occur in their everyday work. This allows us to compare the 

discovered scenes (from SPM) with real-world practices in collaborative work (the observations of 

people). 

What arises is the question of how to represent such collaboration related to collaborative work 

in ECS. As we have established above, collaboration is expressed through joint actions around 

social documents. A social document (in the form of a growing document graph e. g. a board post, 

comments to this board post or tags added to the board post) is the output artefact of a 

collaborative activity (e. g. discussing a topic). Thus, the idea is to construct the visualisation 

around each of the social documents, which we name the collaboration process instance. Each 

social document exists in a container (e. g. the forum), which, again, exists in a space (e. g. a project 

workspace). The events in the C-Log contain information about these relations, which means that 

we can construct traces of events based on the unique identification of the social document by 

the SpaceID, the ContainerID and the SocDocID. Using this composed identifier as a CaseID is an 

important aspect of our suggested approach and an innovation for process discovery in general, 

as this concept is not covered in any other research on the application of Process Mining with 

events derived from collaborative software. Another important aspect is the term work, which is 

expressed through the conducted activities on a social document. For this purpose, each event 

in the C-Log is assigned to a defined activity (e. g. “Blog Post Created”, “Blog Post Updated”, or 

“Blog Post Comment Created”). Thus, we can use this attribute to describe the work in our 

collaboration process instance. Finally, the terms “joint” and “of two or more participants” are 

relevant. This brings us to the idea of using the agent in the C-Log, as this event attribute defines 

the contributing participants. To do so, we combine the original activity with the agent and 

thereby construct a classifier in the form of “{Activity} by {Agent(s)}” for each event to express that 

a certain participant (the agent) executes a given collaborative activity. This means that the later 

visualisation of the collaboration process instance can convey the joint work of two or more 

participants. In terms of the Process Mining domain, we combine the control-flow and the 

organisational perspective. Note that we rename each agent based on the occurrence in the trace 

of the respective agent, i. e. we do not use their ID (or name), instead, we rename the initial agent 

to “Resource 1”, the second agent to “Resource 2”, etc. This step is required for the pattern 

detection approach in a later step. 

We now have sequences of events grouped by the social document and labelled according to 

their collaborative work activity. Traditionally, such an event log serves as input for process 

discovery, i. e. state-of-the-art algorithms, e. g. the Heuristic Miner (Weijters et al., 2006) or the 

Inductive Miner (Leemans et al., 2013), process the sequences of such events into process models. 

These algorithms require event logs with a multi-set of traces to construct graph-based process 

models that show the underlying process semantic (van der Aalst, 2022a), for instance, in the form 

of a Petri Net or a BPMN diagram. However, because users in an ECS behave in an ad hoc manner, 

such process models provide a semantic that has no meaning for such a collaboration process 

because, for instance, there is no parallel semantics in collaborative work activities. Surely, we 

note that there exist synchronous collaboration tools (e. g. working with multiple authors on a 

Word document at the same time or conducting a video conference). However, we assume such 
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activities as single “joint” activities (e. g. “Word Document Updated by A and B”). Furthermore, 

due to the nature of the ad hoc behaviour, most traces are different in their appearance, i. e. there 

are too many possible trace variants, so traditional process discovery still produces spaghetti 

models, which do not provide value for collaborative work analysis. Based on the results of the 

previous cycles, we thus decided to follow a slightly different approach. We create for each trace, 

i. e. for each social document, a separate graph, as each trace represents a single instance of the 

collaboration. To visualise them, we straightforwardly mine a process map (van der Aalst, 2022a) 

for each of them, i. e., we construct a directed graph, where each event label (the activity) is 

converted to a node, such that each node represents the collaborative activity of a certain 

participant. Furthermore, based on the following relations of the events in such a trace, we add 

arcs connecting the nodes. In doing so, we construct directed graphs where we visualise the 

activities of participants and see the responding activities of other participants. 

The discovery of the graph-based collaboration process instances is only an intermediate result. 

On the one hand, they show us concrete instances of how users actually work together in ECS, on 

the other hand, however, we want to make general claims about collaboration processes and 

practices. Thus, we use these graphs in a further step to detect collaboration patterns. Generally, 

a pattern “describes a problem which occurs over and over again in our environment, and then 

describes the core of the solution to that problem” (Alexander et al., 1977). Thus, the idea is to 

extract collaboration patterns in terms of a solution for collaborative problems (i. e., how to work 

collaboratively in order to reach a given common aim). Therefore, we apply frequent subgraph 

mining (FSM), e. g. gSpan (Yan & Han, 2002) to detect common structures in the graph-based 

representations of the collaboration process instances. The resulting set of subgraphs can then 

be seen as a collection of collaboration patterns. FSM has promising results for pattern detection 

for similar process structures (Breuker et al., 2016; Diamantini et al., 2016). Furthermore, 

extending existing FSM algorithms with a relaxed component helps us to detect patterns that may 

not only frequently occur exactly the same way but are also similar in their form. This extends the 

resulting set of patterns so that interesting patterns are not missed. 

Unfortunately, the presented approach leads to the discovery of many subgraphs, which in turn 

leads to the discovery of many similar patterns with similar meanings (similar collaboration 

scenes can be instantiated through similar structures of sequences of activities). Fortunately, this 

can be solved using state-of-the-art clustering algorithms. After the clustering step, we can give 

the clusters a name and a description based on the purpose/content of the related/containing 

patterns because each cluster has patterns with a similar structure (i. e. they are similar in their 

meaning). The resulting annotated clusters are collected and stored in a Collaboration Pattern 

Repository. 

The Collaboration Pattern Repository can be shared as a collection of reference models for 

collaborative work activity as the clustered and annotated patterns provide solutions for 

collaboration problems. The patterns can now be used to quantify collaborative work activity by 

calculating metrics based on the patterns and the discovered collaboration process instances. 

Mapping the collaboration patterns to the real world. In Section 2.2, we introduced the idea of a 

collaboration process, and now, with the help of the discovered collaboration patterns, we can 

describe the (previously unknown and abstract) collaboration scenes. Fig. 18 shows how the 

functional components of an ECS are assembled in group spaces to provide the necessary 

functionality for the digital support of collaborative work tasks. There, the use of the software is 
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conceptualised in work scenes. These scenes can be seen as single steps in the digital 

collaborative work and each (digital) scene can be mapped to a clustered set of (discovered) 

collaboration patterns. In this example, the work scene discussing a topic is expressed by the 

discovered collaboration pattern. 

 

Fig. 18: Patterns are used to identify the work scenes that are supported by collaboration software 

Resemblance between observed real-world processes and trace-based SPM models. In the last 

cycle of our project, we compared the descriptions of typical work scenes that are supported by 

UniConnect with the patterns discovered with the help of the SPM Cockpit. We were able to assign 

distinct descriptors to the scenes provided by the users in natural language. Fig. 19 shows an 

overview of the most important artefacts of our work. Users use collaboration software 

(collaboratively) in specific work scenes (e. g. for discussing a topic in the example). 

In these scenes, the involved employees work jointly on documents and their actions on items 

create a (growing) document graph. The use of system functionality is recorded as digital traces 

in the event log. As described above, we transform (harmonise) the event records of the ECS into 

the C-Log schema using the DaProXSA approach. The C-Log events are then imported into the 

SPM Cockpit. The App discovers process instances and merges similar ones into patterns (A01, 

A02, A03, …). The patterns are compared to the real-world scenes (e. g. discussing a topic). Using 

the trace data from UniConnect, we found a high resemblance and were able to assign descriptive 

labels to the resulting patterns. 

Development of an SPM Catalogue. The findings are collected in the SPM Catalogue. This 

catalogue (included in the SPM Cockpit) is a growing collaboration pattern repository to which 

we will be adding the patterns of other ECS apps in the future. The final objective is to include all 

functional areas of collaboration (shown in Fig. 1). 
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Fig. 19: Overview of created ADR artefacts 
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5 Conclusions and Future Work 

In this article, we address the two fundamental challenges that researchers encounter when they 

analyse the digital traces that are generated when people work with collaboration systems, the 

data challenge and the description challenge. Not surprisingly, these two challenges correspond 

to the bottom two levels (“Process Data” and “Discovery”) of the Process Science Research 

Framework (vom Brocke et al., 2024). Our article is both investigative and solution-oriented in 

nature. 

The findings from our ADR project showed that event data from collaboration software has to go 

through an intricate transformation and enhancement process before it can be used as research 

data in analytics. The examination of multiple leading ECS showed that the log formats of 

commonly used software products have very little in common and that we need to develop a log 

pre-processor software with a specialised adaptor for every involved software product. The 

application of existing Process Mining techniques is contingent on a viable CaseID. Experiments 

with multiple CaseID candidates showed that the SocDocID can be used to extract process 

models that reflect actual collaboration (work interactions between users). However, this ID is 

currently not contained in the native logs of software products and has to be artificially generated. 

Unfortunately, preparing the data and providing the SocDocID only takes us half way. When 

applying existing Process Mining techniques, the process instances of (supposedly identical) 

collaboration activity all look slightly different (or in PM terminology “all variants are unique”). 

This made it necessary to condense the single instances into patterns. With the help of the users 

who had carried out the processes, we were able to assign descriptive labels to these patterns and 

store the results in an extensible SPM Catalogue. SPM Cockpit5 and SPM Catalogue have both 

been published for other researchers to use and build upon the current versions. 

Our work has so far been limited to the analysis of a single integrated Enterprise Collaboration 

System (HCL Connections). As shown in Fig. 1 (portfolio of collaboration software), it is our long-

term goal to be able to trace consecutive scenes of work over multiple involved systems which 

requires to include the full spectrum of functionality (and thus additional scenes) such as e-mail, 

chat, video conferencing, etc. For this, we are currently preparing the necessary adaptors for the 

log processor for data preparation and are building a harmonised central data store (C-Log 

Store). With the inclusion of further software products and additional functionality, our PM 

Catalogue will grow over time. In the long run, we hope to be able to compare the collaborative 

practices across organisational units and maybe find patterns of established practices. We will 

also continue to validate the derived patterns and their description by means of user interviews 

in our quest to describe real-world processes with the event data stored in the collaboration 

software portfolios of user organisations. 

 
5 w3id.org/spm/cockpit 

https://w3id.org/spm/cockpit
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The CEIR team and IndustryConnect 

The Center for Enterprise Information Research (CEIR) at the University of Koblenz is a cooperation project 

between the Business Application Systems Research Group lead by Professor Dr Petra Schubert and the 

Enterprise Information Management Research Group lead by Professor Dr Susan P. Williams. CEIR has the 

aim of bringing together Industry and University in joint research projects, which are directed towards 

developing new theoretical insights as well as relevant findings that can be applied success-fully in practice. 

The IndustryConnect initiative (industryconnect.de) was launched in 2015 by CEIR and facilitates the 

exchange of experiences among user companies under the moderation of the participating CEIR team 

members. IndustryConnect addresses current problems and issues in the area of collaborative work in 

companies using Enterprise Collaboration Systems. IndustryConnect goes beyond the usual experience 

groups, round tables or business lunches. The participating researchers continue their work on the topics 

between the meetings and make the results available in the form of documents, methods, techniques and 

guidelines. 
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