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Abstract

Augmented Reality bedeutet eine reale Umgebung mit, meistens grafis-
chen, virtuellen Inhalten zu erweitern. Oft sind dabei die virtuellen Inhalte
der Szene jedoch nur ein Overlay und interagieren nicht mit den realen
Bestandteilen der Szene. Daraus ergibt sich ein Authentizitätsproblem für
Augmented Reatliy Anwendungen. Diese Arbeit betrachtet Augmented
Reality in einer speziellen Umgebung, mit deren Hilfe eine authentischere
Darstellung möglich ist.

Ziel dieser Arbeit war die Erstellung eines Systems, das Zeichnungen durch
Techniken der Augmented Reality mit virtuellen Inhalten erweitert. Durch
das Anlegen einer Repräsentation soll es der Anwendung dabei möglich
sein die virtuellen Szeneelemente mit der Zeichnung interagieren zu lassen.
Dazu wurden verschiedene Methoden aus den Bereichen des Pose Track-
ing und der Sketch Recognition disktutiert und für die Implementierung
in einem prototypischen System ausgewählt. Als Zielhardware fungiert
ein Android Smartphone.

Kontext der Zeichnungen ist eine Dungeon Karte, wie sie in Rollenspielen
vorkommt. Die virtuellen Inhalte nehmen dabei die Form von Bewohn-
ern des Dungeons an, welche von einer Agentensimulation verwaltet wer-
den. Die Agentensimulation ist Gegenstand einer eigenen Diplomarbeit
[18]. Für das Pose Tracking wurde ARToolkitPlus eingesetzt, ein optisches
Tracking System, das auf Basis von Markern arbeitet. Die Sketch Recogni-
tion ist dafür zuständig die Inhalte der Zeichnung zu erkennen und zu in-
terpretieren. Dafür wurde ein eigener Ansatz implementiert der Techniken
aus verschiedenen Sketch Recognition Systemen kombiniert. Die Evalua-
tion konzentriert sich auf die technischen Aspekte des Systems, die für eine
authentische Erweiterung der Zeichnung mit virtuellen Inhalten wichtig
sind.
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1 Introduction

1.1 Motivation

Recent advances in hardware development have led to an increased avail-
ability of augmented reality capable platforms. Modern smartphones are
equipped with dual-core processors, ram of 512MB or more, high resolu-
tion cameras and a variety of sensors. In addition increasingly fast network
speeds make large databases available for mobile online use.

Consequently augmented reality applications are becoming more common.
Augmented Reality games for example are quickly becoming an estab-
lished genre. Sony Entertainments Eye of Judgment has been an early big
production title of 2007 that featured AR content in the form of a card game.
Later, Invizimals from Novarama [36], see figure 1, in 2009 used the cam-
era attachment of the Playstation Portable to display virtual creatures the
player could control. More recently Nintendo released their new handheld
gaming system, the Nintendo 3DS, which includes cards that can be used
to play various AR games. In addition there are numerous AR games avail-
able for smartphones, making use of the increasing hardware capabilities
of the devices.

Figure 1: Invizimals [36]

At the same time, AR content is also being utilized in new ways. So called
AR-Browser applications, like Wikitude, Junaio or Layar, use position in-
formation to allow users to view and create contextual information at spe-
cific locations in the form of superimposed images and text. Overlays
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like this serve many different purposes from navigation to communication
and entertainment. A recent example for an AR translation application is
Questvisuals WordLens [49], which uses the built-in camera to locate text
and presents a translated version to the user looking at the or "through" the
device. See figure 2 for an example.

Figure 2: WordLens [49]

All these applications share the basic techniques for Augmented Reality,
superimposing virtual content, mostly images, over real world scenery. Po-
sition information gained from fiducial markers or other sources, like gps
or other sensors, is used to define the position for the virtual objects. In
most cases the positioning is sufficiently accurate. Lacking further infor-
mation about the real world scenery though, the virtual content is limited
in its potential for interaction. The virtual creatures from Invizimals can
only walk on the virtual plane defined by the fiducial marker, they cannot
recognize walls or the end of a table. This creates a general credibility prob-
lem for AR content.

To solve this problem an application would need more information about
its real world environment. If there was a way to incorporate the geometry
information (relative position, size) of the table, it could be supplied to the
application controlling the virtual creature walking on top of it, causing it
to stop, when it reaches the edge of the table, which would result in more
believable virtual content.

Tangible AR applications alleviate some of the problems, as they make
parts of the scene available for user interaction, thus linking the virtual
content to the real world counterpart. For example a wand-like controller,
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made available to the application through fiducial markers on it, can’t be
moved through a wall.

The basic problem still persists though. If the virtual content is supposed to
act according to its surroundings, geometry information is needed. This in-
formation can be created beforehand or dynamically at run-time and both
cases pose problems. If the information is created in advance, it will only
reflect the environment at a distinct time. Changes in the environment are
still unsolved. Additionally the creation of the needed data can be complex
and time consuming.

Creating accurate geometry information at real-time from an optical input
is an ongoing topic in computer vision research. Simultaneous Localiza-
tion and Mapping systems are often employed in robotics research and are
capable of providing accurate geometry information. However they come
along with high demands on hardware resources and are not yet suited for
augmented reality applications, which have to manage other tasks like ren-
dering and often run on less capable hardware (e.g. Smartphones).

1.2 Goal

The desire to explore ways for a stronger interaction between the real and
virtual scene elements in an AR system led to a special case that simplifies
the problem. Instead of using complex 3D environments as scene context,
a 2D drawing is used as environment. A simpler environment allows for a
faster recognition process and the construction of a data representation of
the surroundings.

In this way, it is possible to let the superimposed virtual scene elements
have knowledge about their less complex environment and to make them
react accordingly. For example virtual agents walking on the plan of a
building, drawn on a sheet of paper, would behave in a more believable
way: using doors to pass from one room to the other, walking along the
drawn corridors and not through walls, etc. By doing so, they heighten the
authenticity of the virtual scene elements. The faster recognition process
would also allow for dynamic changes in the environment. New rooms
could be added to the building plan by drawing them next to the existing
ones and new information could be added to existing rooms in the form of
annotations.

While the simplified environment does not equal a real world environment,
it allows for the exploration of new ways in which real and virtual scene
elements can interact.
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The goal of this work is to analyze ways the aforementioned system can
be realized, how it needs to be structured, what components can be used
and in which ways they interact. A prototype system is to be created and
evaluated.

1.3 Structure

The work uses the following structure:

Section 2 illustrates the concept of the application and gives a summary of
the system use.

Section 3 details the basics necessary for this work and gives a short overview
of pose tracking and sketch recognition.

Section 4 discusses the components used for the different tasks in this work
and states the requirements of the system.

Section 5 details the implementation of the program, starting with a basic
system overview followed by details about the pose tracking and sketch
recognition parts.

Section 6 evaluates the system according to the requirements, focusing on
pose tracking and sketch recognition. Special consideration is given to the
performance aspect to see if real-time sketch recognition is feasible on the
given hardware.

Section 7 summarizes the work and gives a conclusion as well as an outlook
for further improvements and research ideas.
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2 Concept

As mentioned in the previous section the basic idea of the application is
to enrich a real world environment, in the form of a user created drawing,
with virtual scene elements. These elements interact with their real world
environment, in order to heighten the authenticity of the augmentation.

For this application the environment takes the form of a floor plan draw-
ing, or more precisely a dungeon drawing. Dungeons are an environment
type often found in computer or traditional roleplaying games. They pro-
vide many interaction options for the virtual scene elements and are usu-
ally presented in the form of drawings. Figure 3 shows an example of a
dungeon drawing and section 3.5 provides more detail about the dungeon
context and why it was chosen for this work.

Figure 3: Dungeon drawing [17]

Inside this environment, the virtual scene elements take the form of dun-
geon inhabitants, that is creatures akin to those found in a usual roleplaying
context like orcs and goblins. Their interactions with the environment and
with each other are governed by an agent simulation that is part of the ap-
plication. The agent simulation is the focus of another diploma thesis and
more information about it can be found in [18].
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To show the virtual elements to the user an augmented reality setup that
includes pose tracking is used. This enables the system to render the virtual
scene elements on top of a camera image, in such a way that they appear to
be part of the user-created drawing. The pose tracking part of the system
assures that the virtual elements are correctly rendered, even if the camera
is moved. The user perceives all this by means of a smartphone that acts
as a "magic lens", through which the mixed reality environment of camera
image and virtual scene elements can be seen.

The application runs on a smartphone, though other options were explored
in the component discussion chapter as well. Figure 4 shows a concept im-
age of the application setup that was created during the collaborative plan-
ning phase with AĖiting [18].

Figure 4: Concept image showing the setup and agents in the dungeon [18]

The drawing is interpreted by the application by employing a sketch recog-
nition process. This technique allows the system to create a virtual repre-
sentation of the user drawing, which forms the basis for the agent simula-
tion.

Figure 5 illustrates an example scenario for the final system:
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Figure 5

The user draws the dungeon on a sheet of paper. He can then add addi-
tional elements to the drawing to influence the simulation. Afterwards he
uses the smartphone to watch the creatures inside the dungeon. Following
that, new walls or additional symbols that represent interaction sources for
the dungeon inhabitants could be added.
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3 Basics

This section provides an overview of the basic principles relevant to this
work and gives an example of the notations used throughout the docu-
ment. It explains the techniques used for the augmented reality setup
of this work and provides details about the subject of sketch recognition,
which is used to process the user-created drawing.

3.1 Augmented reality

Augmented Reality is a part of computer graphics, which aims to combine
real world scenes with computer generated information (often visual in-
formation), thus creating a mixed reality environment. Augmented Reality
is part of the Mixed Reality Continuum formulated by P. Milgram and F.
Kishino [34], which encompasses the spectrum from the real world to vir-
tual reality.

Figure 6: Mixed Reality Continuum [34]

Between these two extremes Mixed Reality defines a space in which vir-
tual scenes are combined with real world information (Augmented Virtu-
ality) or in which real world scenes are enriched by virtual information
(Augmented Reality). Augmented Reality is already used in a multitude of
applications, ranging from sports tv to construction and medicine, where
information is presented as overlays over real world objects to guide the
user. The added information is presented in different forms, e.g. as virtual
object or text. Figure 7 shows an example of an augmented reality applica-
tion running on a smartphone

To ensure the proper positioning of the contextual information a tracking
system is used. These systems operate with different sensors to determine
relevant positions, e.g. mechanical tracking, ultrasound, GPS or optical
tracking.

3.2 Projection models

Projection, in this context, describes the mapping of a point in three dimen-
sional space to a point on a two dimensional plane. For an AR application
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Figure 7: Wikitude application [1]

this could mean, a point pc in a real world scene in camera coordinates and
its corresponding point pi on the camera image. The following explains
some additional properties of this concept and how they are used in a com-
puter vision context. Additional information about this topic can be found
in [39].

3.2.1 Orthographic projection

Orthographic projection is a simple projection model, that works by omit-
ting the depth information from the 3D point. This means all objects appear
at the same size, no matter the distance.

pi =

(
1 0 0
0 1 0

)
pc

in homogeneous coordinates:

xi

yi

wi

 =

1 0 0 0
0 1 0 0
0 0 0 1



xc

yc

zc

wc


3.2.2 Perspective projection

Perspective projection describes a non-linear transformation, that most closely
resembles the basic process of a standard camera model (e.g non telecen-
tric lens). Far away 3D objects are depicted smaller in the image plane,

9



distances between points and angles between lines are not preserved.

Matrix notation can only be given in homogeneous coordinates due to the
non-linearity. F denotes the focal length.

xi

yi

wi

 =

F 0 0 0
0 F 0 0
0 0 1 0



xc

yc

zc

wc


3.2.3 Total perspective projection matrix

In addition to the orthographic or perspective projection more transforma-
tions are needed for an accurate representation of an actual camera system.
The total perspective projection matrix describes the necessary transforma-
tions from world coordinates to pixel coordinates.

Figure 8: From world to pixel coordinates

World coordinates describe the point relative to an external point of ori-
gin, whereas camera coordinates specify the point’s location relative to the
camera’s position. In the next step the projected point is converted to 2D
image coordinates. Finally the point of origin is changed and effects like
radial distortion and other camera specific parameters are taken into ac-
count when the point is transformed into pixel coordinates. Note that in
other contexts such as image processing, image coordinates are usually
given with their origin already transformed, that is in the upper left cor-
ner. Throughout this work the point of origin will be explicitly stated for
the given image context.

The total perspective projection matrix Pt is given by:

Pt = K · P ·D

and transforms a point pw̃ in world coordinates into pixel coordinates pp̃
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(up to a scale factor s). The tilde denotes a point in homogeneous coordi-
nates.

spp̃ = K · P ·D · pw̃

Its components are:

The camera calibration matrix K holds the internal camera parameters, also
called intrinsic parameters and describes the transformation from image to
pixel coordinates. The parameters vary between cameras and have to be
determined by a calibration process for correct use of the system. If the in-
trinsic camera parameters are known, a camera is said to be calibrated.

K =

kx s Hx

0 ky Hy

0 0 1



The internal parameters are:

• kx, ky: radial distortion parameters of the camera lens

• s: skew

• Hx, Hy: principal point, origin of the image coordinate system

• dx, dy: pixel size

• f : focal length

Pixel size and focal length are given by kx = f
dx

and ky = f
dy

The projection matrix P usually holds a perspective projection matrix. The
product of camera calibration matrix and projection matrix is also referred
to as camera matrix.

P =

F 0 0 0
0 F 0 0
0 0 1 0



The external parameter matrix D comprises the rotation and translation
needed to transform a point in world coordinates into camera coordinates.
The rotation is given as a 3 × 3 matrix and the translation in 1 × 3 form.
When given on its own, the external parameter matrix is often written as
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a 3 × 4 matrix , combining rotation and translation, and is then referred to
as the camera pose. In homogeneous coordinates the external parameters
matrix becomes a 4× 4 matrix:

D =

(
R t

0 0 0 1

)

3.3 Pose estimation

When talking about the pose estimation problem the term usually refers
to estimating the external parameter matrix with prior knowledge of the
internal parameters of the camera system. This is done using point corre-
spondences between 3D points in the world coordinate system and their
projections in the image coordinate system. Sources dealing with pose esti-
mation often make no discrimination between the image coordinate system
and the pixel coordinate system as the internal parameters are assumed to
be known in this context, thus points could easily be transformed between
the coordinate systems. This work differentiates between pixel and image
coordinates.

As the camera pose is part of the total projection matrix and the internal
parameters matrix are at least partly known, the missing elements of the
total projection matrix have to be determined. There are different ways
of calculating the missing information from point correspondences. The
camera calibration process by Tsai/Lenz[48] determines the external pa-
rameters, radial distortion of the lens and focal length. The direct linear
transformation (DLT) [39, 19] omits the radial distortion and directly esti-
mates the total projection matrix, from which the needed parameters can
be extracted. Even though the DLT computes internal and external param-
eters it is not directly used for pose estimation. In most cases better results
can be achieved by first estimating the internal parameters by DLT and us-
ing a separate approach for the camera pose.

With prior knowledge of the internal parameters less point correspondences
are needed and a unique solution for the pose can be achieved with 4 point
correspondences, which may be coplanar but not aligned.

3.3.1 Pose estimation from a 3D plane

In [31] Lepetit and Fua give a survey about different techniques used for
pose estimation of which one will be detailed here. Estimating the camera
pose from a 3D Plane is an often used simplification of the pose estimation
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problem as 3D planes are usually easier to recognize in images than more
complex scene elements. The mapping of a plane to another plane can be
described as a homography, which is a 3× 3 matrix.

For a point p̃p in pixel coordinates and its corresponding point on the plane
in world coordinates, it holds (R1R2R3 denote the columns of the rotation
matrix):

p̃p = Pt · p̃w

= KP (R1R2R3t)


X
Y
0
1


= KP (R1R2t)

X
Y
1


= H

X
Y
1


If the homography H , along with the internal parameters, is known, the
camera pose can be calculated. The homography itself can be estimated
with four corresponding feature points using a DLT algorithm.

The camera pose consists of rotation and translation; two columns of the
rotation matrix and the translation vector can be gained from (KP )−1 ·H ,
as H = KP (R1R2t). The third column of the rotation matrix can then be
calculated by cross product R1 ×R2.

3.3.2 Image rectification using homographies

Image rectification is an important step in some pose estimation proce-
dures, in [33] Liljequist gives an example of an augmented reality system
that estimates pose information from scene planes and uses homographies
to rectify images during the process. Conversely an estimated pose can be
used to obtain a homography, as will be detailed below.

Image rectification describes a process that transforms a given image in
such a way as to bring it into a "neutral" state, in which it is not affected by
geometric image warping (e.g. a perspective warp). It is used as a prepro-
cessing step in image processing to eliminate unwanted image warping or
to align images, thus creating a common ground for image comparison.
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To correct a perspective warp, the transformation describing the warp has
to be inverted and applied to the image. Perspective transformations are
described by 3 × 3 matrices or homographies. Given the correct homogra-
phy H an image can be rectified by applying H−1.

Figure 9: Image rectification example [33]

In Figure the homography H has been estimated for the street plane on the
left. Applying the inverted homography H−1 rectifies the image with re-
gard to the street plane, resulting in the right image.

Similar to the aforementioned procedure to calculate the pose matrix from
an image homography it is possible to calculate a homography from a pose
matrix by omitting a rotation column from the pose matrix (the external
parameter matrix D in the total projection matrix).

p̃p = K · P ·D · p̃w

= KP (R1R2R3t)


X
Y
0
1


= KP (R1R2t)

X
Y
1


= KP ·H ′

X
Y
1


= H

X
Y
1


In the same way the pose matrix describes a transformation from the cam-
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era’s position to a new position in the scene, the resulting homography H
′

describes a transformation from the image plane of the camera to a plane
inside the scene. As this transformation is happening in the camera coordi-
nate system the result still has to be transformed into the pixel coordinate
system by applying the K and P matrices. Alternatively the matrices can
be directly applied to the homography H

′
resulting in H .

The plane’s orientation depends on the column omitted from the pose ma-
trix. For example, omitting the third column describes the xy-plane of the
transformed coordinate system that is the result of applying the transfor-
mation given by the pose matrix. Figure 10 shows an example of applying a
homography transformation. In this case the z-axis was omitted, mapping
the image plane to the xy-plane of the originating pose’s coordinate sys-
tem x′, y′, z′. (note that in the figure the Homography H only maps to the
image coordinate system, not to the pixel coordinate system for ease of ex-
planation. The camera parameter matrix K would still need to be applied
to transform to pixel coordinates).

Figure 10: Applying a Homography, transforming the camera image plane

When applying a homography to rectify an image it is important to account
for the fact that the coordinate system of the estimated pose matrix and
the image coordinate system might have different properties (e.g. hand-
edness), the same applies to the projection and camera matrices should a
system provide such information. Section 5 shows an example of an image
rectification process using homographies.
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3.4 Sketch recognition

Sketch recognition is a part of human-computer-interaction that aims to
identify and, in some cases further process, hand-drawn sketches. It was
first used by Ivan Sutherland in 1963 [47] to assist users in drawing circuit
board diagrams. Since then the focus of sketch recognition has expanded
to more varied tasks, though some approaches remain very specialized
in their intended use. There are, for example, systems to beautify hand-
drawn strokes [40], recognize UML diagrams [35] and enable gesture input
on touch screen devices [32].

Figure 11: Multistroke Gesture for adding a new contact. Android GestureLibrary
[20]

Sketch recognition can be divided into online and offline techniques. On-
line sketch recognition works with trajectory information in addition to
the point coordinate information and involves the use of tablet interfaces
or digital ink systems like the Anoto pen [2]. Online approaches usually
achieve better results due to the cleaner input data and additional trajec-
tory information, though not all systems make use of it.

Offline sketch recognition is based on sketches drawn on paper or other
non-digital media, thus creating the need to digitalize the sketches first.
The approach here is to work with scanned-in documents. As a conse-
quence offline approaches usually pay less attention to system performance
and real-time capability, whereas some online recognition systems operate
in or near to real-time to enable direct feedback to the user. Systems for of-
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Figure 12: UML paper sketch and recognized diagram (partly user edited)[35]

fline sketch recognition that use a different approach were not found dur-
ing research, neither were offline systems that are running in real-time.

As there exist different approaches, a brief summary over the techniques
used in Sketch Recognition is given, further summarizing comparisons from
Oltmans [37] and Hammond [25]

3.4.1 Stroke based

Stroke based recognizers are often used for interactive systems, where sim-
ple inputs are used in contrast to complex sketches. They are similar to
(and in some cases overlap) with techniques often called gesture recogni-
tion, which is employed in touch screen interfaces to provide simple inter-
action techniques.

Early stroke based recognizers, like the one proposed by Rubine [45], op-
erate on single stroke sketches or gestures, which are defined as one con-
secutive pen motion, started by a pen down press and ended with the pen
lifting. They analyze the properties of the stroke, like distance between
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start and end points, angle between parts of the stroke and parameters of
the bounding box. Based on this information a matching process against
a template database is started to classify the stroke. As a consequence of
the chosen properties the recognizer is sequence sensitive, which means
the system can differentiate between a circle that was drawn clockwise ver-
sus one that was drawn counterclockwise. If that feature is desirable de-
pends on the application. For example a gesture based interaction system
for touch screens would want to differentiate the direction of a horizontal
stroke, if that gesture is used to flip forward or backward in a reader.

3.4.2 Geometry based

Other stroke based recognizers, often called geometric recognizers, make
use of a hierarchical system and work with multiple strokes. The lowest
level is formed by simple primitives like lines, arcs, and circles, which are
parameterized by starting and end point and other features depending on
the primitive. The next higher level are component structures like triangles
and rectangles. E.g. a triangle is formed by three lines with sequentially
overlapping start and end points. User-defined semantic structures are on
the highest level. A triangle on top of a rectangle for example, could be
classified as a house, when the triangle’s base line and the rectangles top
line have similar properties or are identical. An example for a hierarchical
recognizer is Hammond’s LADDER system [25].

One of the most difficult parts of sketch recognition is the classification of
the sketches. For a given set of strokes multiple interpretations are possi-
ble. This is one of the reasons many systems choose to work in a specific
semantic environment (like UML or circuit diagrams). The SketchREAD
system [8], also a hierarchical recognizer, creates multiple hypotheses for a
given set of strokes, where high level interpretations can cause change in
the interpretation of low level primitives. If, for example, in the context of
UML diagrams, the user drew a sloppy rectangle for a class entry, which
is classified as a circle instead of a rectangle, the system could then reclas-
sify that circle as a rectangle if other factors indicate a plausible high level
interpretation. In this example there could be arrows pointing towards the
circle, indicating an inheritance relation, thus strengthening the rectangle
hypothesis.

3.4.3 Global properties based

Other sketch recognition systems work with global properties, choosing to
forgo the analysis of individual strokes. Shape based systems, like the one
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by Apte et al. [10], analyze global parameters like the bounding box area
and convex hull area, classifying sketches by the comparison of these prop-
erties. E.g. a sketched rectangle’s bounding box is nearly identical to its
convex hull area, but for a sketched triangle these values differ by about
half.

These systems analyze sketches by the way they appear and not by the
way they were drawn, a fact whose desirability again, depends on the ap-
plication. A problem global properties based recognizers share is the in-
sensitivity towards smaller details as those usually don’t affect the global
parameters in a significant way.

3.4.4 Vision based

Vision based approaches use techniques of computer vision to analyze user
sketches. They are the most suited approaches for use in offline sketch
recognition, as they don’t require trajectory information. They often use
template matching techniques to classify normalized sketch images using
different kinds of metrics like euclidean or Hausdorff distance [28]. Olt-
mans’ approach relies on segmenting a sketch into several visual parts,
analyses them and then classifies the sketch according to the composition
of the parts, thus combining a vision based approach with the hierarchy
idea of geometry based recognizers [37].

Figure 13: Bullseye structure to separate visual parts [37]

Another example for vision based offline sketch recognition can be found
in Notowidigdo’s work [35]. In this case hand drawn UML diagrams are
recognized in a multi stage process: After preprocessing of the image, the
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individual diagram elements are located via specialized detectors (rectan-
gle, circle, arrow, etc.). From these elements interpretations are generated
in two different ways. Global interpretations are based on heuristic filters
that use domain specific information to eliminate false positives from the
detectors. In this way, for example, a shape that is detected by the rectangle
as well as the circle detector can be eliminated as there are no overlapping
shapes in the context of UML diagrams (see figure 14). Afterwards local
properties of the shapes are analyzed to generate new interpretations and
find the best global interpretation. All of these are then presented to the
user for selection.

Figure 14: Overlapping detected shapes, [35]

3.5 Dungeons

Dungeons are a common environment type in roleplaying games. They
provide an exploration setting for the players filled with different chal-
lenges for them to overcome. In this work the user created sketch is in-
terpreted as a dungeon drawing and the virtual scene elements take the
form of the dungeon inhabitants, whose behavior is controlled by an agent
simulation [18]. The dungeon environment offers several advantages for
the application:

Dungeons provide an effective way to convey information about the envi-
ronment and help create a more immersive atmosphere for the augmenta-
tion.

They offer several interesting ways of environment interactions. Creatures
in the dungeon can fight each other and have to navigate the terrain to
gather resources and follow other goals. Traps and terrain features can be
added to the environment for additional interactions.

Dungeon maps are usually discretized with squares or hexagons for use
with a specific game rule set. This idea could be used to assist the pose es-
timation or guide the user with his drawings. They also provide a context

20



for the sketch recognition. For example, dungeon maps are usually made
up of two parts, the dungeon walls and annotations (for creatures, traps
etc.). This can assist the application when deciding how to process differ-
ent parts of the drawing.

Dungeon environments are used in a game context since the early versions
of tabletop roleplaying games like Dungeons & Dragons [7]. There, dun-
geon maps are an important tool to convey information about the envi-
ronments and the dangers it presents. The maps supplied with a written
adventure are often used by the game master, who manages the dungeon
creatures and other non-player characters in the game. Players in these
games on the other hand, usually draw their own map while they play.
Figure 16 shows an example of a dungeon map from the 1975 Advanced
Dungeons & Dragons adventure ”Tomb of Horrors”.

Dungeon maps can also be found in computer games, where they inspired
many level and game design ideas. A good example of this is the game
”Dungeon Keeper” by Bullfrog Productions from 1997 [13]. Here the player
is tasked with the creation and management of a dungeon and its inhabi-
tants. Figure 15 shows a screenshot of the game.

Figure 15: Dungeon Keeper [13], screenshot from Moby Games [4]

21



Figure 16: Dungeon map from the ”Tomb of Horrors” AD&D adventure [22]
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4 Component discussion

This section details some of the components that were considered during
the planning phase of the work to realize the target system and describes
the rationale for the selection of the used components. It does not aim to
provide an exhaustive list of the current state of the art of the respective dis-
ciplines (pose estimation and sketch recognition) as this would go beyond
the scope of this work. Instead it focuses on techniques that were suited
to realize the given requirements. More information about pose estimation
techniques can be found in Lepetit and Fua’s work [31]. Survey informa-
tion about sketch recognition can be found in works of Hammond [25] and
Oltmans [37].

Every section will state the relevant system requirements along with a sum-
mary of the considered options and a conclusion.

4.1 Setup

4.1.1 Requirements

The setup should meet the following requirements:

• Must provide sufficient information to enable accurate sketch recog-
nition and pose estimation

• Should be on a mobile platform

• Should only require pen and paper to draw the dungeon map

Apart from the functional requirements for sketch recognition and pose
estimation, the setup as a whole is also an important factor for system us-
ability. Tying the system to an extensive setup would deter from the un-
complicated usage scenario of only requiring pen and paper. The ease of
use of pen and paper is a motivating factor for offline sketch recognition
as evidenced by a quote from a test user of a system developed by Rajan
et al. [43]: "One user pulled out a folded piece of paper and a pen from
his pocket and said, ’This is all I need.’". Additionally a setup with a wider
availability would enable a bigger number of test users as well as end users
for a system.

This section focuses on setups that allow for the augmentation of an exist-
ing real-life drawing. While a similar functionality could be achieved by
drawing on a tablet pc, it would lack the benefits of an augmented real-
ity setup. A real-life dungeon drawing retains its properties without the
application; it can still be viewed without the smartphone for example. In
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addition, this works aims to offer new ways of interaction between real and
virtual scene elements and a pure virtual drawing would not offer new in-
sights in this regard.

4.1.2 Projector based

Projector based setups are often used in a similar use case scenario to the
one of this work, namely in augmented maps. Reitmayr et al. [44] for
example detail a system, where a ceiling mounted projector is used to dis-
play virtual image information on top of a real world map. The setup also
specifies a camera next to the projector that is used for pose estimation and
capturing the data for image processing. The map is usually not moved
while the program is running, so a calibration is only necessary once. This
specific setup is an example of a wider range of projector based environ-
ments and other changes could be made to it, like switching top to back
projection etc. For the context of this work projector based setups have the
following pros and cons:

pro:

• Projected images on top of the map are visible for all users, not just a
specific person and are directly on top of the actual drawing

• A fixed setup allows for a dedicated pc and thereby more system re-
sources

• The fixed camera, projector and map locations simplify parts of the
pose estimation and image processing

con:

• The setup is not mobile

• Not easily accessible by other users (due to cost and availability fac-
tors). The projector setup is very complex and would only be avail-
able in specific locations. Assembly (for development purposes as
well as actual use) would be time consuming
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Figure 17: Projector setup for Augmented Maps [44]

4.1.3 Computer and webcam

A computer with a connected webcam would be a less specialized setup,
compared to the projector and many applications make use of a webcam
setup for augmented reality applications. In this setup a webcam is used to
capture the sketch and a pc display is used to display information. Assets
and drawbacks in this context are:

pro:

• High amount of system resources due to the connected pc

• More accessible for users than the projector setup

con:

• High amount of disconnect between the real and virtual scene ele-
ments when the information is displayed on the pc display (in con-
trast to the magic lens metaphor of video see-through devices or the
direct projection of an augmented maps setup)

• More mobile than the projector setup, but still confined to a specific
location near the pc

4.1.4 Smartphone

Modern smartphones are a valid alternative to using a dedicated fixed lo-
cation pc, as they provide a high amount of system resources along with
a high resolution camera. Augmented reality applications on smartphones
often make use of a magic lens metaphor, where the user is looking "through"
the device to perceive the mixed reality scene. This is accomplished by
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combining the camera feed of the front facing camera with the rendered vir-
tual scene elements. A good example for the use of the magic lens metaphor
is the Word Lens [49] application as shown in figure 18.

Depending on the operating system, the application could run on multi-
ple device types. For example, Android smartphone applications are able
to run on Android smartphones or Android tablet devices. The latter are
similar in their relevant properties but would offer an increased screen size.

Figure 18: WordLens [49]

pro:

• Magic lens setup has a low degree of disconnect between the real and
virtual scene elements

• High mobility

• High accessibility. Smartphones are widely available and increas-
ingly popular. For example, Google announced 100 million active
Android devices in May of 2011 with additional 400000 estimated
daily activations [21]

con:

• Battery usage might be a limiting factor for prolonged use

• Lower system resources available than a dedicated pc

4.1.5 Conclusion

Although the direct projection aspect of the projector setup and the dedi-
cated pc with additional system resources are good reasons for the other
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setups, the smartphones offers the best combination of features for this
work’s context. Its high mobility combines well with the idea of offline
sketch recognition and its high accessibility allows for an easy development
and distribution of the application. The use of the magic lens metaphor will
help to heighten the authenticity of the augmented scene elements while re-
taining mobility, which is in contrast to the static projector based setup. In
addition the question of feasibility of the system on a recent smartphone
model is interesting, especially when combined with the idea of real-time
sketch recognition.

4.2 Pose tracking

The pose tracking should meet the following requirements:

4.2.1 Requirements

• Must be able to provide a stable and accurate AR overlay in real-time
on the target system.

• Should not obstruct the ability of the user to draw a sketch.

Although some smaller hindrances could be accepted for the drawing pro-
cess, the pose estimation should cause as few obstructions as possible, this
also means that it should consume as few system resources as possible.
This is especially relevant due to the mobile nature of the target system,
as a static client-server structure would be in contrast to the mobile aspect
of the application. A high accuracy of the estimated pose is crucial for
the system, as it not only affects the position of the superimposed virtual
scene elements, but also the quality of the image rectification used in sketch
recognition.

The following overview is based on Lepetit’s and Fua’s survey [31] and
some additional procedures were added, that are of interest for this work.

4.2.2 Fiducial based

Fiducial based tracking is an often used method in augmented reality appli-
cations, as it offers several advantages. The fiducial elements, often called
markers, assist in the detection of image correspondences and their known
measurements provide information for the actual pose estimation. There
are different kinds of marker based tracking systems available, of which
some are relevant in the context of this work:
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• ARToolkit [29] is an example of a system that uses planar fiducials
that are integrated into the scene and have to be fully visible to enable
correct tracking. After the image processing of the initial image the
detected vertices of the rectangular marker are used as input for the
pose estimation. Multimarker implementations can define transfor-
mations between individual markers allowing for extended scenes.

• Dot markers [50] are a combination of point based and planar fidu-
cials. The system works on an plane surface that has to be prepared
with a dot pattern, which is then used to similar to a planar fiducial
in ARToolkit. Similar to a multi marker setup not all of the dots have
to be visible at once for correct pose estimation.

Figure 19: Example of multi marker board configuration, ARToolkit [29]

Figure 20: Dot marker [50]

Pro:

• High accuracy

28



• Fast pose estimation

Con

• Fiducials take up room, leaving less for the drawing

• The sheet of paper has to be prepared with fiducials, this is in contrast
to the requirement of only using pen and paper, as the fiducials have
to be printed.

4.2.3 Feature based

Feature based tracking methods forgo the preparation of the environment
with fiducials, instead they use information from a predefined representa-
tion of the object that will be tracked. This representation can take different
forms:

• Edge based tracking methods like RAPiD [26] work with a 3D model
of the tracked object. From this, different properties are extracted to
match with the captured image (e.g. points sampled along 3D model
edges or lines sampled from an edge image of the model)

• Other systems make use of feature sets like SIFT [46] or SURF [12] and
perform a feature point extraction on the object that will be tracked.
Afterwards new feature points are extracted from the camera image
and matched with the object’s feature set. Sometimes these proce-
dures are referred to as image marker systems [42]

Pro:

• No need for markers in the drawing

• Also offer a high accuracy

Con:

• require prior knowledge of the object that is tracked.

4.2.4 Conclusion

The conducted research has shown that there are several pose tracking op-
tions available that offer a high accuracy, which is a main priority for this
work.

Because the user should not be obstructed in the way he draws, avoiding
fiducials is a desirable goal, but the feature based tracking methods offer no
alternative, as they require prior knowledge about the scene in a way that
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Figure 21: RAPiD implementation [16]

Figure 22: SIFT features detected on a 640x480 image of a sneaker [46]

is not available with the chosen setup. Large areas of the scene, in this case
the sheet on which the user draws, would have to be pre-defined in order
to enable tracking with SIFT [46] or SURF [12] features, as can be seen in
figure 23.
While there are some limitations in place due to the chosen environment for
the drawings (the dungeon context) the user would have to exactly draw
certain features to the map to enable tracking. Even with this additional
limitation the accuracy would suffer if the sketch itself was not accurate
enough.

Using the whole sheet of paper as a fiducial would leave the sheet free
of markers and allow for tracking, but would fail if only parts of the sheet
were visible, which could easily happen when using a smartphone to freely
look at the scene. A setup like this was used in a similar context by Hagbi
et al [23].

Using several fiducial markers on the sheet reduces the available space for
drawings, but the multi marker setup still provides accurate pose infor-
mation when only parts of the scene are visible. This only applies to the
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Figure 23: feature based tracking using the Qualcomm AR SDK[42]

parts of the scene in which a marker would be fully visible though, which
shows that there is an important balance between the number and size of
the markers and the amount of flexibility the user will have, when viewing
the scene. The fiducials can also be integrated into the context of the draw-
ing by giving them a different shape, thus making them less obtrusive than
the 2d bar codes that are employed by ARToolkit. Additionally the markers
can be fitted with an ID to identify them, which can be used for different
purposes in the application, apart from the pose estimation.

Another way to realize pose tracking is a combination of both methods. By
using a fiducial, or the whole sheet, for an initial image pose the drawing
could be rectified. Afterwards the resulting image could supply features to
track the rest of the image, when no marker is visible.

With the given requirements pose tracking with fiducials is the best fit
among the considered options. Although the combination method men-
tioned above seems promising, the work would have had to focus more on
the pose estimation to allow an implementation of this method in the given
time frame.

The exact implementation will be detailed in the next chapter.

4.3 Sketch recognition

The sketch recognition should meet the following requirements:
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4.3.1 Requirements

• Must be able to accurately detect drawn symbols.

• Must be able to correctly classify the detected symbols with good ac-
curacy using a pre-defined list of symbol definitions.

• Must be able to detect the dungeon and create an accurate virtual
representation of it that is suitable for the agent simulation.

• Optional:
Performance should be fast enough to enable real-time sketch recog-
nition.

Although the goal of this work is a prototypical implementation without
concern for in-depth optimization, the accuracy of the sketch recognition is
a central aspect of the system. The user sketches need to be recognized with
every detail that holds information for the dungeon structure as a whole,
in order to provide a believable augmentation.

Another interesting aspect of the system is the question of real-time capa-
bility of the sketch recognition. While real-time pose estimation procedures
are available even on mobile hardware, offline sketch recognition usually
pays little concerns to performance as it works on scanned-in documents
nullifying the need for real-time capability.

4.3.2 Structure of the drawing area

While constructing the sketch recognition part of the system, it is impor-
tant to note the two different elements that constitute the drawings: The
first part is the dungeon’s main structure, its walls. The only information
required for the representation of a dungeon wall element, is its location.
While certain additional properties could be assigned to the wall represen-
tations themselves, this will not be explored in this work.

The second part of the drawing are the symbols used to specify the addi-
tional dungeon elements. The symbol representations require location and
the type of the symbol.

As there are nearly no limitations given for the drawing of the dungeon
walls, a vision based approach is best suited for their recognition. No clas-
sification has to take place, thus placing the main emphasis on the correct
detection of the dungeon wall’s location.
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For the symbol recognition several options were considered, which will be
detailed below.

4.3.3 Online sketch recognition

Online sketch recognition is more common than offline sketch recognition
and there are several different variants (see chapter 3.4). Among those, sev-
eral work in real-time to enable direct user feedback or interaction with the
system.

Most of these systems make use of trajectory information, which would
not be directly available for the chosen setup of this work. There are ways
to emulate trajectory information though, like Rajan proposed in [43]. Im-
plementation complexity varies from more complex systems like LADDER
[25] or Paleosketch [40] to deliberately simple ones like $1 [51] and $N [9].

Figure 24: Paper sketch (left) and emulated strokes [43]

pro:

• Wide range of effective recognizing procedures.

con:

• Trajectory information would have to be emulated. Performance and
compatibility of the emulation is untested for most recognizers.

4.3.4 Offline sketch recognition

Offline sketch recognition procedures are more suited to this work’s setup
due to the fact that they don’t utilize trajectory information. As most offline
recognition procedures work with scanned-in documents, there are usu-
ally no performance information available. Notowidigdo’s [35] approach
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is a good example of the vision based techniques common in offline sketch
recognition (see chapter 3.4).

pro:

• No trajectory information required

con:

• No performance data available

• More reliant on contextual information than online sketch recognition

4.3.5 Conclusion

Although trajectory information could be generated using a different setup
(for example with real-time video capture of the drawing process) the cho-
sen setup of this work would require the emulation of the trajectory infor-
mation to use online sketch recognition. As there is little information avail-
able on this subject and because the way in which trajectory information
is used, by the different online recognition procedures, varies, an offline
recognition procedure seems more suited.

Most offline sketch recognition procedures make use of contextual infor-
mation to compensate for the lack of trajectory information. In this regard
the dungeon context does not provide as much information as the UML
context. Instead the recognition process has to focus on the image informa-
tion of the symbol itself.

Therefore the way sketch recognition is implemented in this work is a com-
bination of ideas found in offline and online sketch recognizers. Protractor
[32], an online sketch recognizer utilized in the Android Gesture Library,
is capable of sequence sensitive recognition of gestures. It also has the op-
tion to work without trajectory information. In this case the gesture input
is converted into image form and then matched against the provided tem-
plates by calculating the squared difference of the images. This is possible
as the generated images are all equally aligned and sized.

To use this idea for the symbols in the drawing, an approach similar to No-
towidigdo was chosen. The symbols are surrounded with another shape
that can be easily picked up by a detector (rectangles or circles). Based on
this information subimages are generated, which are then matched against
the provided templates. The two steps necessary for this recognition pro-
cess are detection and template matching. They are, depending on the ex-
act implementation, not very demanding and could allow for a real-time
sketch recognition process.
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5 Implementation

This section details the prototype system that was created for this work. A
basic system overview is followed by a closer look at the aspects of the sys-
tem most relevant to this work, the pose estimation and the sketch recogni-
tion.

5.1 Software and hardware

This section details the selection of Hardware and Software used in this
work.

5.1.1 Android OS

Google’s Android operating system is available for a wide range of devices
from mobile phones to tablet PCs and offers a well documented API for the
various aspects of these devices. Android is used as the base of this appli-
cation and provides access to the camera and the rendering environment.
OpenGL ES 1.0 is used for this work, though Android supports OpenGL
ES 2.0 since version 2.2. The target version for this application is 2.2 as this
is the minimum version used on dual-core android smartphones.

5.1.2 Smartphone hardware

The first smartphone used for this work was the LG Optimus Speed. It pro-
vides a dual-core 1ghz cpu and 512 MB of ram and is capable of recording
video in 1920x1080 resolution. The standard Android OS version of the de-
vice is 2.2.

After several problems with the LG Optimus Speed that occurred with dif-
ferent models of the device (spontaneous reboots, system freezes and bat-
tery drain) the development device was changed to a Samsung Galaxy S2
(GT-I9100), which provides a 1.2 ghz dual-core cpu and 1024MB of ram.
Standard Android OS version of the Samsung device is 2.3.3.

5.1.3 Tracking library

The Qualcomm AR SDK (QCAR) [42] was one of the options considered to
realize the fiducial based tracking of the application. The QCAR is based
on the Studierstube tracker developed at the TU Graz. The Studierstube
tracker itself is a continuation of the ARToolkitPlus, which was also devel-
oped at the TU Graz and is based on the original ARToolkit.
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The QCAR is available for Android OS and uses the Android NDK to run
native C++ code. It offers 2 different tracking options:

• Image marker tracking, which uses a feature based pose estimation
approach to track predefined image targets

• Frame marker tracking, which uses planar fiducials that hold the rel-
evant information on the border, leaving the remains of the fiducial
available for other purposes (for example a graphic could be inserted
to make the marker human readable)

The QCAR SDK is closed source and the API does not provide deeper ac-
cess to the actual algorithms used. The use of the LG Optimus Speed pro-
vided an example where this is problematic: It was not possible to change
the video recording resolution on the LG Optimus Speed. Although the
API offers a parameter to select a quality setting, which is supposed to
change the resolution, the parameter had no effect on the video feed of the
LG Optimus Speed that was used. This was determined as the cause for
the initial bad tracking results with the LG Optimus Speed. The detection
of a frame marker with a width of 5cm stopped at about 30-40 cm, which
could be explained by the lower resolution used (320x240). The same test
setup offered good results on a HTC Desire where the quality settings did
take effect and changed the resolution to 640x480.

In addition the Image marker tracking provided by the QCAR is not suit-
able for this work, as the image markers would require a large amount of
space on the drawing area (as seen in figure 25).

While the QCAR SDK offers many advantages over its predecessors, it has
some problems and limitations that led to the selection of a different track-
ing solution.

The tracking library used in this work is ARToolkitPlus (ARTK+). It pro-
vides tracking of planar fiducials and offers multimarker support. Origi-
nally available as an open source release with a C++ based API, it is used
in this work via a Java wrapper (JavaCV) [11] to directly work in Android.
ARTK+ was optimized to work on older mobile hardware (the latest offi-
cial release is from 2006) and provides fast pose estimation.

The open source nature of ARTK+ might also help in improving perfor-
mance for the application. As the pose estimation and the sketch recog-
nition share some similarities in their work order, it might be possible to
combine certain computations. For example both procedures use image
thresholding and rectification.
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Figure 25: QCAR Image marker example [42]

5.1.4 Image processing library

Image processing for the sketch recognition part of this work is done via
OpenCV, an open source image processing library originally developed by
Intel [6]. It is used via the same Java wrapper as ARTK+, to use the C++
based API on Android.

5.2 Basic system overview

The prototype system combines pose estimation, sketch recognition and a
simple renderer to augment user created drawings with virtual informa-
tion. The exact nature of the virtual information is not specified in the
system, nor is the dungeon context of the drawings. As an example ap-
plication scenario the data generated from the sketch recognition is passed
to an agent simulation, running in a separate thread, that is used to control
the behavior of the dungeon inhabitants. Further information about the
agent simulation can be found in Anica Eiting’s diploma thesis [18].

5.2.1 Usage

This section details the basic usage of the application. An activity diagram,
figure 26, is provided to illustrate the basic procedure and the activities are
explained below in more detail:

1. The user is handed a pen and a sheet of paper, on which the marker
and borders where printed (the exact layout specifications of the draw-
ing area will be detailed in the Sketch Recognition chapter).
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Figure 26: basic activity diagram of the application usage

2. The user draws the dungeon walls and adds symbols to specify the
location and type of nodes used in the agent simulation. The dungeon
drawing doesn’t have to be final and can be extended later on. Drawn
lines are recognized as dungeon walls and symbols are marked with
a rectangle or a circle.

3. The user takes a snapshot of the dungeon by pressing a button on
the smartphone. This starts pose estimation, sketch recognition, the
agent simulation and the renderer (the exact order is detailed later in
the sequence diagram, see figure 29)

4. The user can look at the augmented scene by moving the smartphone
around and using it as per the magic lens metaphor. The agents are
rendered on the smartphone display and appear to be on the drawing
plane. They respect dungeon walls and interact with the symbols. A
screenshot of the running application can be seen in figure 27.

5. New dungeon walls and symbols can be added by drawing them and
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taking another snapshot of the respective areas.

Figure 27: Screenshot of the application with running agent simulation

5.2.2 System structure

This section aims to provide an overview of the basic structure of the de-
veloped system. It focuses on the parts relevant to this work, i.e. the pose
estimation, sketch recognition and rendering parts. Information about the
agent simulation working in concert with the rest of the application can be
found in [18].

Among the priorities for the system are:

• Loose coupling of the components to allow for easy change of the
connected components.

In this case connected components are the pose estimation library, sketch
recognition procedures and the actual application that makes use of the
drawing’s representation (here: the Agent simulation). This is achieved by
reducing the communication between the components to the required min-
imum. For example the pose estimation receives a byte array of video data
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and provides pose and projection matrices to the sketch recognition and
the renderer. Similarly the only the connection between the sketch recog-
nition and the agent simulation is a method that is called when submitting
new sketch recognition data and an observer that is used to pause the agent
simulation during the update process of the sketch recognition.

• Support for different setups (hardware and application wise).

This refers to the different hardware specifications of the device that the
application should support, as well as the actual setup components, like
the size of the paper sheet and the position of the fiducials.

The first is achieved by following the Android design paradigm, where no
specific device is targeted. Instead Android only defines a range of com-
patibility parameters for supported devices (like minimum and maximum
screen size). In accordance to this, no final parameters that refer to hard-
ware specifications are used in the application. One exception to this is
the video format used to record the camera data, for ease of development
and evaluation a resolution of 640x480 was used. But even this parameter
could theoretically be changed to allow for different camera resolutions.
For comparison, the maximum supported video recording resolution of the
Samsung Galaxy S2 is 1920x1080 at 30 frames per second.

Figure 28 shows a reduced UML class diagram of the system. It shows the
main components of the system, without the parts of the agent simulation.
Implementation details (getter and setter methods, sub methods, auxiliary
variables) were left out for the sake of readability.

The basic system structure is defined by the Android API. DungeonMastar
is the Activity class, whose onCreateMethod is called at program launch. It
holds the main objects for the system tasks.

The display is realized by combining two SurfaceView objects into a Lay-
out. The first SurfaceView object is the renderer itself which outputs the
virtual scene elements (named SkullRenderer because of the initial appear-
ance of the agents). The second is the surface used to display the camera
images. The layout is set to display the rendered parts of the scene on top
of the camera image. The SurfaceView objects share no connection other
than being combined in the layout . This fits the nature of the Android sys-
tem, as generating a final image, with fixed parameters, would violate the
requirement of support for variable hardware specifications. This is why a
screenshot method had to be implemented manually to generate the mixed
reality screenshots, again combining the image output of both renderer and
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Figure 28: Class diagram

camera view.

The Preview class holds the camera implementation and the camera data is
send to the ImageProcessor’s onPreviewFrame method by means of a call-
back interface.

The sequence diagram in figure 29 shows the communication between the
components in the application. The Pose Estimation and the UI callback
are running in the main thread, the renderer, the agent simulation and the
sketch recognition all run in their own threads. The main thread has the
highest priority to allow for stable pose tracking and the sketch recognition
is only running for a short time after the user takes a snapshot. Afterwards
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the agent simulation thread and the renderer thread both run at the same
time. Further performance information and profiling information of the
smartphone’s dual-core system can be found in the evaluation section.
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Figure 29: Sequence diagram
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5.3 Pose tracking

ARToolkitPlus is used for pose estimation in this process. As the C++ based
API is directly available under Android through the JavaCV wrapper, the
implementation is similar to other implementations of ARTK+. A Tracker
object is created and initialized with the specified parameters (image size,
video format, pose estimation algorithm that should be used etc.). After-
wards the video images are supplied to the calc method and a pose matrix
is calculated for every frame. ARTK+ also provides a projection matrix
which is used by the renderer and the sketch recognition.

As camera calibration data is needed for the pose estimation, ARTK+ pro-
vides a default calibration file, which provides good results on most de-
vices. Hence, no device-specific calibration file was created.

Of note is the conversion of the image format that had to be done in order
to create a compatible byte stream input for ARTK+. As the Android cam-
era implementation only supports the YCbCr video format (at least on the
smartphones available for testing), the data is converted into RGB format.
For performance reasons a native function is used to convert the data.

To use a multimarker setup another file has to be supplied to ARTK+ which
contains the relative locations of the markers. A Multimarker board config-
uration file was created according for the designed multimarker board (see
Sketch Recognition for details) with values accurate to 1mm. In the con-
figuration file every marker’s position is noted in form of a transformation
matrix, relative to a separate coordinate system, so markers can be trans-
lated and rotated relative to each other (though only relative translation
was used in this configuration). The pose matrix generated by ARTK+ in
multimarker mode denotes a position that lies in the origin of this separate
coordinate system. See figure 30 for an example.

5.4 Renderer

Rendering is done via the OpenGL ES 1.0 implementation supplied by An-
droid and is used to render the virtual scene elements (in this case mainly
the agents populating the recognized dungeon). Details about the visual
representation of the agents can be found in [18]. Their position is relative
to the detected markers in the camera image. That means if no marker is
visible, the location of the agents is no longer relative to the sheet of paper
until the marker is visible again and a new pose matrix is calculated.

Pose and projection matrices are given to the renderer in standard OpenGL
column major order, so for example the translation vector in the pose ma-
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Figure 30: Multimarker board with relative transformations and ARTK+ marker
coordinate axes. Z-axis points toward the viewer

trix is in position 13, 14, 15 and 16 of the array. (See figure 31) Afterwards
the matrices are loaded by calling glLoadMatrix() to replace the current
modelview or projection matrix.

Figure 31: Pose matrix and OpenGL array positions

For debug and evaluation purposes an additional method to translate agents
relative to the bottom left of the detected dungeon as well as the option to
render the detected dungeon walls were implemented. When the option
from the menu is selected the walls are rendered as square tiles, relative to
the marker position to appears as if they were on the sheet of paper. See
figure 32 for an example.

5.5 Sketch recognition

This section details the sketch recognition part of the system in four parts.
First some specifications for the materials used for drawing the sketch are
given. The rectification, dungeon creation and symbol detection parts de-
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Figure 32: Screenshot with enabled wall rendering

tail the actual procedures of the sketch recognition. The rectification elimi-
nates the perspective warp in the camera image. The dungeon creation dis-
cretizes the image to create a suitable representation that is usable by the
agent simulation. The symbol detection recognizes the user drawn sym-
bols and also sends this information to the agent simulation.

Images and matrices mentioned in this chapter are used via the correspond-
ing OpenCV formats (IplImage and CvMat).

5.5.1 Material specification

In order to use marker tracking and provide better results for sketch recog-
nition some specifications for the drawing area were made. Figure 33 shows
a picture of the prepared sheet.

The size of the paper sheet is A3, to provide enough room for drawings
in the presence of the markers. Marker size is an important factor for the
maximum distance for stable tracking. The marker size was set to 5cm in
this application. Different paper formats and marker sizes are possible. An
A4 sheet of paper could be used with only one central marker for example.
As the evaluation should incorporate multi marker tracking other paper
formats were not evaluated further in this work. All printing is done in
black and white and the pen provided for drawing is a permanent marker
with 3mm line strength.

46



Figure 33: Prepared sheet used for drawing

According to the multi marker setup five markers were placed in the draw-
ing area. More and bigger markers would have a positive effect on tracking
accuracy and stability, but would leave less room for the actual drawing.
The chosen marker arrangement leaves most of the central area of the sheet
free and still provides marker tracking for the outer regions. Arrangements
with 4 or less markers gave unsatisfactory results, as the markers had to be
positioned in a more obstructive way or would not allow for stable marker
tracking when viewing the outer regions of the drawing area. The marker
size of 5cm allows for stable tracking up to about 70cm distance with a
video resolution of 640x480.

As the markers used in ARTK+ require a white border around the black
marker interior an additional border line was added to the sheet. It sepa-
rates the marker area from the drawing area and assists the user in identi-
fying the drawing area. The border lines also have a line strength of 3mm.

5.5.2 Rectification

As shown in section 2, the rectification process allows for a correction of
the perspective warping that is present in the camera image. This is done
by applying a homography to the image. This means that every pixel of the
input image is transformed to a new location in the result image, according
to the information in the homography matrix.

Several steps are necessary to calculate the final homography matrix which
is then used with the OpenCV method cvWarpPerspective:
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To calculate the homography matrix the camera matrix (the product of cam-
era calibration matrix K and and projection matrix P ) as well as the exter-
nal parameter matrix D have to be known. The external parameter matrix
D is available in the form of the pose matrix and is provided by ARTK+ in
the form of a OpenGL modelview matrix (in column major order).

Instead of a camera matrix ARTK+ only provides an OpenGL projection
matrix, which is not equivalent to the projection matrix P , as it is created
specifically for OpenGL pipeline use. The OpenGL projection matrix repre-
sents a transformation between the camera coordinates and the normalized
view volume and is in this way similar to the camera matrix. ARTK+ makes
use of other matrices but does not give access to these. As a result a camera
matrix usable for the homography had to be reconstructed from the projec-
tion matrix ARTK+ provides.

With the information given by one of the developers of ARTK at [3] the
transformation ARTK (and ARTK+) uses to calculate the OpenGL specific
parameters could be inverted. The resulting matrix transforms camera co-
ordinates to screen or pixel coordinates. The calculations are shown below,
P denotes the elements of the OpenGL Projection matrix with their respec-
tive row and columnP00 ∗mWidth/2 P01 ∗mWidth/2 mWidth/2 0

P10 −P11 ∗mHeight/2 mHeight/2 0
0 0 1 0


The next step is to multiply the camera matrix with the external parameter
matrix D, which is available in form of the pose matrix. From the resulting
3x4 matrix a 3x3 matrix is formed by omitting the third column of the rota-
tion matrix as shown in section 3.3.2. This preliminary homography Hpre

holds the information of the perspective warp present in the image. It is
then inverted in order to be usable for rectification.

Applying the inverted homography still would not yield the desired re-
sults though and additional modifications have to be made to the matrix
for a correct rectification. The OpenCV method cvWarpPerspective works
by applying a transformation to every pixel of the input image and writing
the result into the output image. To achieve the desired results the coordi-
nate systems of the input and output images have to be correctly aligned.
OpenCV uses a standard image format for the IplImage class, whose ori-
gin is in the upper left corner. The ARTK camera coordinate system has its
origin in the image center though. Applying the homography as is, would
result in a partially visible image, because the resulting image would still be
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drawn around the origin of the result image. Pixel, whose position would
result in negative values after the warp, would not be visible. Figure 34
shows an example of the partially visible image, a black border was added
to show the image boundaries.

To correct this, a translation has to be applied that corresponds to the differ-
ent locations of the image origins. The translation offset matrix To is then
applied to the homography.

To =

1 0 mWidth/2
0 1 mHeight/2
0 0 1



Figure 34: Result of image warp without translation offset

The last modification necessary for a correct rectification is an image flip
around the y-axis. The coordinate systems used by ARTK+ can be seen in
figure 35. The pose matrix supplied by ARTK+ transforms from camera
to marker coordinates. As can be seen in figure 35, the marker coordinate
system is right handed, with the x-axis pointing to the right and the y-axis
pointing up. Compared to the image coordinate system of the IplImage the
y-axis is flipped. To compensate for this a y-flip matrix Fy is applied to the
homography as well.
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Fy =

1 0 0
0 −1 0
0 0 1



Figure 35: ARToolkit coordinate systems

The complete process for the construction of the rectifying homography
Hrec is:

To · Fy ·H−1pre = Hrec

The rectification matrix is then applied to the input image, in IplImage for-
mat, with the OpenCV function cvWarpPerspective. To save system re-
sources the camera image is converted to grayscale, as the warp has to be
applied to every channel of the input image. As the sketch itself is in black
and white no relevant information is lost in this way.

The accuracy of the warp is directly dependent on the quality of the esti-
mated pose. Further information about rectification accuracy can be found
in the evaluation chapter. Figure 36 shows an example of the rectification
process.

As can be seen in the examples images, some pixel in the resulting image of
the cvWarpPerspective function are left white by the warp. This is due to a
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Figure 36: Rectification example

parameter set in the function, that controls the color of outlier pixel. Out-
lier pixel are pixel of the result image that were not mapped with a result of
the warp. This occurs because the rectification also encompasses a scaling
factor. When the correct values for marker size are supplied to ARTK+ the
warp with the rectifying homography creates a scale of 1mm to 1 pixel in
the result image. This information can be used to crop the result image and
to extract only the region containing the drawing area, as the dimensions of
the sheet are known. The cropped region image always has the position of
the central marker in its middle. Figure 37 shows the cropped result image.

Figure 37: Rectified, cropped image

The outlier information is also saved in a separate image containing only
the outlier information. The outlier image is created by writing the outlier
information into a separate channel of the result image. It is then split into
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the outlier image and the region image containing the rectified camera im-
age. The outlier image is cropped along with the region image. Figure 38
shows an example of the outlier image.

Figure 38: Outlier image (prior to cropping)

The outlier image is used later to assist during the accumulation of the dun-
geon (see section 5.5.3), in case the camera image contains only parts of the
drawing area. Figures 39 to 40 show an example of the images generated
from a partial capture of the drawing area:

5.5.3 Dungeon creation

This section details how the representation of the user sketch, which is later
supplied to the agent simulation, is created. In the application the symbol
detection is executed before the dungeon creation, but the order given here,
was chosen for ease of understanding.

The dungeon creation works by discretizing the rectified region image until
the desired level of information is reached. In this case binary information
(wall or not wall) is the desired format and a two dimensional boolean ar-
ray is used to hold the representation. According to the specifications of the
agent simulation a tile, a single element of the dungeon floor, should have
a size of 5mm. That means the smallest unit of discretization, one entry
in the boolean array, should represent 5mm of space in the drawing area.
Note that this representation only encompasses the walls found in the user
sketch and does not contain the symbols that are used to convey additional
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Figure 39: Camera image with partial dungeon

Figure 40: Partial image examples

information.

As a first step the region image is eroded, which broadens the black lines
drawn by the user. This helps to maintain the sketch information over the
next steps and also serves to close small gaps that might be present in the
drawing. Figure 41 shows the eroded region image.

Afterwards the eroded region image is resized to achieve a 1 to 1 ratio of
pixel and tiles. Due to the rectification the scale is 1mm to 1pixel, so the
resize operation has to reduce the image size by the factor 5 for a tilesize of
5mm width and height.

The image decimation is an important step in the dungeon creation, as it is
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Figure 41: Eroded region image

responsible for a strong loss of image information. To preserve as much in-
formation as possible an interpolation is used during the resize operation.
OpenCV offers several interpolation methods, of which linear interpolation
offered the best results for the given image context. Bicubic interpolation
offered no increase in image quality and nearest neighbor interpolation and
area based re-sampling offered slightly worse results. Figure 42 show the
resized image.

Figure 42: Resized eroded region image
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After the resize operation the image has the correct size, but still contains
grayscale color values. As a binary discretization is desired, a thresholding
operation is applied. Several variants are available for this:

• Thresholding with fixed value

This thresholds the image according to a pre-defined value. All pixel with
a color value brighter than the value are mapped to white, all pixel darker
or equal than the value are mapped to black. This method was not chosen:
while the threshold could be set manually, the varying lighting conditions
common in the mobile use scenario of the application require a more flexi-
ble approach.

• Automatic global threshold generation

OpenCV offers the option to threshold an image with an automatically gen-
erated global threshold, using Otsu’s Method [38]. This method offers the
ability to work under varying lightning conditions but is still sensitive to
lighting differences in the image. Even though the threshold is usually not
changed dramatically in these scenarios, even small changes could result
in a loss of relevant information for the dungeon creation process.

• Adaptive thresholding

The adpativeThresholding function of OpenCV offers the option to use sep-
arate thresholds for each pixel in the image. These thresholds are generated
for a given neighborhood size. In this way local lighting differences can be
compensated without affecting the image as a whole.

Even though the adaptive thresholding method offers good results, it still
generates problematic images for the special case of images that only show
parts of the drawing area. These partial images contain two parts: the par-
tially captured dungeon sketch and the outlier area, which is marked in
white. As the adaptive threshold cannot differentiate between these areas,
running the algorithm results in a black line between them. This happens
because the neighborhood of a pixel on the line, contains both grayscale
pixel from the camera image and white pixel from the outlier areas. Figure
43 shows an example of adaptive thresholding.

To solve this problem a new adaptive thresholding algorithm was imple-
mented as a modification of the OpenCV algorithm. It still generates a
threshold over the pixel’s neighborhood, but only adds those pixel to the
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Figure 43: binary image, generated with standard adaptive thresholding algo-
rithm (different drawing)

neighborhood that belong to the camera image, i.e. those that are not out-
liers. The outlier image is used to supply the necessary information.

The modified adaptive thresholding method generates satisfactory results
and is used to create the binary image (see figure 44 for an example).

Figure 44: Binary image, generated with modified adaptive thresholding algo-
rithm

From this binary image a two dimensional boolean array is created to rep-
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resent the wall structure of the dungeon (true represents a wall tile). The
array is then passed to the agent simulation along with the information
about the detected symbols. Figure 45 shows another example of a binary
image used to create the dungeon array.

Figure 45: Binary image of complete drawing area

5.5.4 Symbol detection

The symbol detection deals with processing the user drawn symbols. This
encompasses two steps, detection of the symbol area and classification of
the symbol. Two methods were implemented for the first part. Both share
the concept of searching for a specific user created shape. Afterwards the
position information of the detected shape is used to generate a sub im-
age for template matching, which represents the classification. The follow-
ing details the two detection methods and continues with the classification
part.

• Circle based

Circle based detection uses a hough transform based approach to detect
circles in the image.

The first step is an image smoothing with a gauss kernel, to improve the
results of the circle detection. Conducted tests have shown an increase in
false positives with a reduction in false negatives. That means more shapes
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were wrongly detected as circles but less correct circles were missed. As the
classification can be used to eliminate false positives, but there is no way to
correct false negatives, using a smoothed image provides better results for
the overall process.

After the smoothing operation, the OpenCV function cvHoughCircles is
used to detect circles in the image. The function implements the algorithm
by Kimme [30]. It works on an edge image (created using the canny al-
gorithm [14]) and creates hypotheses for every potential circle center. A
hypothesis is strengthened, if more pixel that constitute a circle are found
around its center. Several parameters are available, among those: The min-
imum and maximum radius of a circle and a threshold that specifies a min-
imum number of supporting pixel for a circle hypothesis. Detected circles
are returned with their radius and position in the image. A full description
of the available parameters and the function itself can be found in [27].

Additional modifications had to be made to the algorithm, after initial tests
had shown erroneous results of the circle positions and radii. While small
uncertainties are to be expected in the detection of hand drawn circles, the
deviations were significant and also present when using perfect circles (as
opposed to hand-drawn circles) created with an image editing program.
After some research, a bug was found in OpenCV’s bug tracker that spec-
ified a problem with detection of small circles in low resolution context
[5]. With the implemented changes that were suggested for the problem,
the results of the circle detection improved to the estimated accuracy level.
Figure 46 shows an example of the circle detection.

• Rectangle based

The second implemented detection method uses rectangles to specify the
symbol area. It works on an edge image, generated with the cvCanny func-
tion of OpenCV. This is the input for the contour finding algorithm used by
cvFindContours. The algorithm analyzes the edge image to find connected
curves in the image. Several different options are available for the function
and further information can be found in [27]. In this work the function is
used to return the detected curves as CvSeq objects, each containing mainly
position and next element in the curve, if available.

To reduce the number of detected points for processing, the curves are ap-
proximated with polygons using the cvApproxPoly function. This creates
a polygonal approximation of the curves based on the Douglas-Peucker
(DP) approximation [15]. Figure 47 shows a visualization of the algorithm.
It works by first selecting the two vertices with the biggest distance from
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Figure 46: region image with detected circles

each other, and then iteratively selects the vertex with the next highest dis-
tance until a specified threshold is reached. Figure 48 shows an example of
the detected contours and their approximation.

Figure 47: Polygon approximation of curves [27]

Afterwards the polygons are examined to see if they constitute a rectan-
gle. The approximated polygon is tested for convexity and the number of
its elements must equal four. A minimum and maximum area size is set
to prevent the fiducial markers from being detected, as they are rectangles
themselves and can contain small rectangular structures inside their area.
In a final step the angle between the sequence points is analyzed, if it is
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Figure 48: Contour image and approximated contour image

close to 90 degree, the polygon approximation is returned as a rectangle.

Similar to the circle detection, parameters were set to eliminate false neg-
atives. This also produces more false positives, as some rectangles are de-
tected twice by the cvFindContours algorithm. In a correction step rectan-
gles that share a center with slightly larger rectangles are eliminated. Figure
49 shows the detected Rectangles.

Figure 49: example image with detected rectangles

After the circles or rectangles were detected in the image, sub images are
generated based on the detected shape’s position and size. This image
is then thresholded (using Otsu’s method [38] to generate the threshold
value) and supplied to the template matching.

The template matching is done with the generated sub image and a tem-
plate image. The latter is generated from a pre-defined list of template
images and resized to fit the sub image’s dimensions. The actual template
matching is done via OpenCV’s cvMatchTemplate. The function is often
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used to detect a template inside of a main image. It works by moving the
template over the main image and calculating a similarity value for each
position. Figure 50 shows an example of template and main image.

Figure 50: cvMatchTemplate visualization [27]

The same functionality is used in this work to classify the sub image, con-
taining the user drawn symbol. Similar to the way the gesture recognizer
Protractor [32] works (as mentioned in chapter 4.3.5), the calculation done
by the algorithm provides a similarity measure between template and sub
image. Unlike Protractor’s scenario the location of the user drawn symbol
inside the sub image is not fixed. Depending on the accuracy of the detec-
tors, the exact position can vary. To compensate for this, cvMatchTemplate
is used to generate a similarity value for each valid pixel in the sub image.
The position with the highest value is then used as the measure of simi-
larity between the template and the user drawn symbol. Figure 51 shows
an example of a template matching process between a sub image and a re-
sized template (original size of the sub image 22x24 pixel, original size of
the template 15x15 pixel). The size of the sub image is marked with a dot-
ted line. Note that the outer white pixel in the sub image belong to the user
drawn rectangle used to mark the symbol.

Several options are given for the calculation of the similarity value. The op-
tions are: Squared difference (used by Protractor), cross correlation and cor-
relation coefficient. While a squared difference calculation provided good
results in Protractor, an additional complication is introduced in this work’s
setup: The sub image, containing the user drawn symbol, can contain other
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Figure 51: Sub image with drawn symbol(left) and resized template(right). Bor-
ders were added manually

elements of the drawing, like elements of the circle or rectangle used to
mark the symbol, due to inaccuracy of the detectors. If pixel belonging to
these structures are used to calculate the squared difference value, the re-
sults are unusable for classification.

The squared difference Rsq_diff of the sub image I and the template T at
position x, y is calculated by:

Rsq_diff (x, y) =
∑
x′,y′

[T (x′, y′)− I(x+ x′, y + y′)]2

For this reason cross correlation was chosen to calculate the similarity value.
Because the value is calculated as a product between sub image and tem-
plate image and not as a difference, it is possible to eliminate pixel from
the calculation, if the template image contains black pixel at the appropri-
ate positions. If, for example, the template and sub image look like the one
in figure 51, only those positions, where white pixel are matched against
each other, are influencing the similarity value. All other matches are elim-
inated, as one of the factors for their calculation is zero.

The cross correlation Rccorr of the sub image I and the template T at posi-
tion x, y is calculated by:

Rccorr(x, y) =
∑
x′,y′

[T (x′, y′) · I(x+ x′, y + y′)]2

Using standard cross correlation would produce higher values for template
images with a high amount of white pixel though. As a consequence results
would no longer be comparable between different templates. To compen-
sate for this, the normalized cross correlation method is used. The nor-
malized method is typically used to compensate for brightness differences
between sub image and template. Likewise it provides normed values for
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this context, as the cross correlation value is divided by the number of white
pixel, when using the normalized method. Rccorr_normed is the normalized
cross correlation, with Z(x, y) being the normalization coefficient used.

Z(x, y) =

√∑
x′,y′

T (x′, y′)2 ·
∑
x′,y′

I(x+ x′, y + y′)2

Rccorr_normed(x, y) =
Rccorr(x,y)

Z(x,y)

The results of all template matches are gathered. If the highest value is
above a threshold, the symbol is classified according to the highest ranking
template and a symbol object is generated that contains position and type
of the symbol.

The list of detected symbols is then send to the updateSymbols method,
which uses a list of all previously detected symbols and makes sure that no
symbol is send twice to the agent simulation.

Up to this points the detected and classified symbols are still part of the
original image and would register as walls, when the dungeon creation
runs on the rectified image. To eliminate the symbols in the rectified im-
age, another IplImage is created that represents the area covered by the
symbols and their corresponding marking shape. The necessary informa-
tion (like bounding box size and position) is contained in the symbol object.
This image is then used similar to the outlier image, to check if a position
in the rectified image should be considered, when creating the dungeon
wall structure. The information could also be written into the outlier im-
age, though they were kept separate for debug purposes in this work.

Figure 52 shows an example of the dungeon map image with and without
the symbol shapes.

Figure 52: Dungeon map with and without eliminated symbols
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6 Evaluation

This section evaluates the system components and explains the used test
scenarios. A performance evaluation of the system on the target hardware
is discussed in its own subsection.

6.1 Pose tracking

The evaluation of the pose tracking part of the system focuses on the accu-
racy of the used solution. In addition encountered problems are discussed.

6.1.1 Accuracy

A high degree of accuracy is the main requirement for the pose tracking.
As expected ARToolkitPlus shows good results in the conducted tests, with
one exception (see multimarker tracking below).

To test pose estimation accuracy, test objects in the form of colored cubes
were rendered at the position of the markers specified in the multimarker
configuration file. If a correct pose is used, the cubes are rendered exactly
on top of the marker centers. This was tested from different positions and
angles with a sheet containing a dungeon drawing and the markers accord-
ing to the specification in section 5.5.1. See figure 53 for an example.

In addition, the warped images that are created during the sketch recogni-
tion process, were evaluated. If a correct pose is used, the middle marker
is in the center of the rectified image. This was also tested from different
positions and angles with the test drawing mentioned above.

Figure 53: Pose tracking test
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The following is valid for two cases: When only one marker is used, or
when all five markers of the setup are visible in the camera image. This is
because a problem with the multimarker tracking of ARTK+ was encoun-
tered during the evaluation. This will be explained below.

Even though no calibration data for the specific camera of the Samsung
Galaxy S2 was provided the results are satisfactory. This suggests that the
default calibration file of ARTK+ is suitable for use with smartphone cam-
eras, though further tests with additional camera models would have to be
conducted for a final result in this regard.

The conducted tests have shown that the rendering based on the pose data
provided by ARTK+ is sufficiently accurate. The rendered cubes are on the
marker centers and no deviation was visible . This is valid for a distance of
less than ca. 70cm and an angle of more than ca. 30 degree between sheet
and camera. Depending on the distance and the angle used the accuracy
decreases as expected but remains stable for parameters inside the given
values.

The camera images were warped with a maximum deviation of about two
pixel during the test with 20 program runs. The test included images from
different distances and angles, still inside the parameters mentioned above.

6.1.2 Multimarker tracking

A problem with the multi marker tracking of ARTK+ was encountered dur-
ing the tests. This problem results in erroneous pose data.

Starting with the prepared sheet and all markers visible, the pose is accu-
rate, i.e. the created dungeon rendering is correctly placed on top of the
drawing. When markers of the multi marker setup are occluded the pose
data contains errors and the dungeon rendering is no longer located exactly
on top of the drawing.

This error takes the form of a translation of the occluded marker position
in the multi marker setup. For example, occluding the bottom left marker
of the setup, results in a translation of the rendered walls close to the oc-
cluded marker. Figure 54 shows an example of the multimarker setup with
enabled wall rendering and with all markers visible. Figure 55 shows an
example of the same scene, where the bottom left marker is occluded. The
test series was conducted with a tripod to ensure an identical camera posi-
tion.
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Figure 54: Dungeon wall rendering, created with all 5 markers visible

Figure 55: Dungeon wall rendering, bottom left marker occluded

This error occurs for every occluded marker. Consider, for example, the
case that the dungeon structure is generated for a camera image that con-
tains all five markers. The camera is moved closer to the sheet afterwards
and some markers are no longer visible. This will result in erroneous pose
data for the new camera position. Figure 56 shows an example of a case
where the initial dungeon structure was generated with all five markers
visible and the camera is moved closer afterwards.

The error does not occur when only a single marker is used as figure 57
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Figure 56: Dungeon structure generated with all five markers visible and closeup
from new camera position with only 1 marker visible

shows. In both cases, the initial images were taken with a tripod to ensure
an identical camera position for the pose calculation.

Figure 57: Dungeon structure generated with only one marker visible and closeup
from new camera position

Erroneous parameters for the radial distortion parameters in the ARTK+
calibration file might be the cause of the problem. The observed deviations
in the dungeon rendering are appropriate for a radial distortion (figure 55).
See figure 58 for an illustration of a radial distortion. The plus signs show
the position of image coordinates after a radial distortion is applied.

The exact cause for the problem was not determined in the course of this
work, due to time constraints.

6.1.3 Optimization of pose tracking and sketch recognition

The combination of fiducial based pose tracking and offline sketch recog-
nition offers a lot of potential for optimization as some of the necessary
operations are shared among the two procedures. Image rectification, for
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Figure 58: Illustration of radial distortion [41]

example, is done in both cases.

While the pose data generated from ARTK+ was successfully used for the
sketch recognition, the idea of using the rectification process of ARTK+ for
the sketch recognition was not realizable. The reason for this, is the fact that
ARTK+ does not generate a complete rectified image, but only warps the
relevant parts of the image (e.g. the corners of the marker). For this reason,
the image rectification had to be done in full for the sketch recognition.

6.1.4 Summary

This section summarizes the above and evaluates if the given requirements
are met by the pose tracking.

Pose tracking requirements:

• Must be able to provide a stable and accurate AR overlay in real-time
on the target system

Result: Satisfied, for single marker tracking. If multi marker tracking is
used the rendered scene elements can be slightly misaligned, depending
on the number of visible markers.

• Should not obstruct the ability of the user to draw a sketch

Result: Partially satisfied. The fiducials occupy room on the sheet.

68



6.2 Sketch recognition

The evaluation of the sketch recognition uses a qualitative approach to an-
alyze the system’s ability to fulfill the given requirements. It focuses on
problem and important boundary cases to show the strong and weak points
of the respective techniques.

6.2.1 Dungeon creation

The dungeon creation process was evaluated by analyzing the user sketches
drawn at a public demonstration of an early version of the application.
While the symbol detection was not in place at that time, the dungeon
creation was already in its final stage. The users were given instructions
about the way the dungeon has to be drawn, in the form of an example
dungeon with added notations. Figure 59 shows the example dungeon. 23
user sketches were evaluated. The main aspects that were pointed out to
the users were:

• Minimum distance between dungeon walls had to be about 2cm in
order to be passable by agents

• They were told not to draw over the borders on the prepared sheet

Figure 59: Example dungeon
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The accuracy of the representation is dependent on the image resolution
and the tilesize used for the dungeon creation. The values used in the eval-
uation are: camera image 640x480 pixel, warped to 408x286 and resized to
81x57 for a scale of 25 square mm in the drawing to 1 tile in the dungeon
structure.

For a believable augmentation of the drawing, the created dungeon repre-
sentation has to satisfy several criteria:

• The virtual scene elements representing the dungeon inhabitants must
be able to traverse narrow spaces, as expected for their size

• They must not walk on top of or through the drawn lines

The system used for dungeon creation is able to satisfy these criteria, when
an accurate pose is provided by the pose estimation. The agents do not
cross or walk on top of the drawn lines. This is because of the erosion
applied to the camera image. The operation closes gaps in the structure,
which is important for the pathfinding of the agent simulation and results
in the agents not walking through lines. The increase in line strength is
strong enough to also prevent the virtual scene elements from being dis-
played on top of the lines, even when slight inaccuracies are present in the
supplied pose. A similar principle is used in robotics pathfinding by ap-
plying the minkowski sum of robot body and environment.

The erosion still allows for the agents to walk through narrow spaces as ex-
pected for their displayed size. Even though the room available for agent
movement is reduced by the erosion, the reduction is not sufficient to close
off spaces equal to or smaller than the agent size. They only take up one
tile in the dungeon representation which equals 5mm width and height.
Figure 60 shows an example of the created dungeon representation. Note
that agents are able to walk diagonally. More information about the agent
behavior can be found in [18].

To register as two separate lines the minimum distance between two drawn
lines has to be 5 mm, which equals the tilsize. Lines that are closer than
5mm are interpreted as a single line. This is accurate for the augmentation
though, as the agents are not supposed to be able to walk between these
lines, as they would appear to walk on top of the lines. A change in tilesize
and agent size would allow for a smaller minimum line distance.

Like the dungeon creation as a whole, the generation of dungeon parts
from partial images is reliant on pose estimation accuracy. If no errors from
multimarker tracking occur, the dungeon parts generated from the partial
images fit into the overall structure without causing gaps or dead ends. If
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Figure 60: Dungeon representation example

errors are present, the insertion of the dungeon part will cause the drawing
and the dungeon representation to be out of alignment in that particular
area. The degree of misalignment is dependent on the error of the pose es-
timation.

A problem that was encountered during the evaluation is connected to the
prepared sheet used for drawing. The markers are made up of compara-
tively big black areas, which influences the adaptive threshold technique
used to create the binary image. As a result the border lines used to sep-
arate the drawing area from the markers, are not fully represented in the
binary image. Figure 61 shows an example. As a fix for this problem, the
line strength of the border lines could be increased. This would make sure
that they are not filtered out by the adaptive thresholding.

Figure 61: Dungeon representation with hole in wall near marker

6.2.2 Circle based symbol processing

The circle based approach to detect and classify the user drawn symbols
has proven to be problematic. The main problem stems from the inaccura-
cies introduced during the detection of hand drawn circles. The algorithm
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provides satisfactory results for perfect circles, but hand drawn circles are
often more ellipsoid, resulting in incorrect position and radius results.

Correct positions and radii are of great importance for the template match-
ing part, for several reasons: If parts of the drawn symbol are missing due
to a wrong position, the template matching is not able to provide correct
results. Depending on the sub image generated even a false match could
be generated.

To compensate for this, the region of interest used to created the sub image
has to be increased in size, which results in additional processing and more
pixel in the sub image that do not belong to the user drawn symbol.

Unlike a wrongly reported position, an erroneous radius cannot be cor-
rected and leads to a wrong template size, which in turn leads to incorrect
classification. This makes a wrongly reported radius the highest contribu-
tor to incorrect classification results.

Providing exact numbers for the cause of a singular problem is difficult as
additional elements, like the shape of the provided templates and the qual-
ity of the user drawing, have to be considered. For evaluation purposes
test drawings for 5 template types were created, each with multiple hand
drawn circles, ranging from more regular to ellipsoid structure. Figure 62
shows examples from a circle test drawing.

Figure 62: Test circle drawings for the S template, detected circles shown in white

Tests with this fixed setup have shown that a deviation of more than 15%
in radius makes a correct classification nearly impossible. The only true
positives in this context resulted from erroneous circle data: In these cases
high similarity values resulted from pixel that did not belong to the sym-
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bol itself, but were part of the sub image due to the increased radius of the
region of interest. Figure 63 shows an example of a sub image generated
from wrong circle data.

Figure 63: Sub image with S symbol from erroneous circle data

Another problem arises from the irregular nature of the hand drawn cir-
cles: The parameters for cvHoughCircles have to be more lenient in order
to not generate false negatives. This also results in more false positives, as
the detector picks up ellipsoid or circle-like parts of the drawing. Figure
64 shows an example. The sub images generated from these false positives
have to be filtered out by the template matching. A threshold value of 0.6
for the normalized cross correlation was determined empirically, by ana-
lyzing the values of test drawings that contained ellipsoid and circle like
elements, in addition to the symbols. With this threshold no false positives
were detected as symbols and the user drawn symbols were still correctly
classified, if the circle detection provided sufficiently accurate data.

Figure 64: False positive from circle detection

The inconsistency of the results of cvHoughCircles, between different takes
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of the same drawing, is also problematic. Even if the pose estimation pro-
vides satisfactory data, the algorithm can detect different circle positions
and radii for the same structure. This problem is more common for irreg-
ular circles. The position and radius of perfect circles varied little between
images and was not strong enough to influence the classification. Figure 65
shows another example of the circle test drawing. To compensate for the
inconsistency, the circle detection is run a second time(with a new image
and pose matrix pair). This improves the final results, as wrong circle de-
tection data is filtered out by the classification process. Additional runs of
the circle detection would further improve the results at a cost of additional
processing time. Letting the detection run twice was found to increase the
chance of detecting all user drawn circles to about 85%. (Determined in
tests using the circle test drawings over a series of 20 program runs.)

Figure 65: Different results of cvHoughCircles

6.2.3 Rectangle based symbol processing

Similar to the previous method, irregular structures are a boundary case
for the rectangle based approach. Non-square rectangles are one of the ir-
regular structures that can be found in the user drawings. Classification of
structures in a non square rectangle works well though, as the chosen ap-
proach searches the whole rectangle for a match. In this case the template
image is resized based on the biggest enclosed square. Figure 66 shows an
example of a non square symbol area.

The rectangle detection works well for axis aligned rectangles. Skewed
rectangles are problematic in that the application generates the sub image
based on an axis aligned bounding box. OpenCV does not support the
creation of sub images based on non axis aligned bounding boxes, so a
manual rotation and masking of the original rectangle would have to be
implemented for this feature. If the user would draw non axis aligned rect-
angles, the symbol classification of the current system could fail. This only
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Figure 66: Non square symbol area

applies to a skew of more than approximately 10-15 degree, as smaller de-
viations are still processed correctly by the classification.

Due to the tests that are conducted to verify a curve as a rectangle, the de-
tection only supports correct rectangles. That means no overdrawn lines
are permitted as they would introduce another element in the cvSeq object.
Figure 67 shows an example of a boundary case that is still identified as a
rectangle.Further increasing the length of the overdrawn line would result
in a not-detected rectangle. Non-closed rectangles are not detected as well,
but this is not considered an error and can be easily corrected by the user.

Figure 67: Boundary case for rectangle detection

The filtering of other rectangular structures, also works well. For example
the used parameters prevent the markers on the prepared sheet from gen-
erating positives. Other rectangles in the drawing that pass the necessary
tests and do not mark a symbol, are filtered by the classification process. As
the rectangle detection offers precise location and size information, only a
small amount of boundary pixel are supplied to the template matching.
The term boundary pixel refers to pixel that do not belong to the actual
symbol, but to other shapes in the surrounding area, like the one used to
mark the symbol’s location.
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A special case that causes problems is a small rectangular structure in the
drawing (like a small room of the dungeon) that is detected as a proper
rectangle and that itself contains a new symbol marked with a rectangle.
Figure 68 shows an example. Here, the outer rectangle could be picked up
as the symbol’s rectangle, resulting in slightly different values. Note that
the relevance of this special case depends on the exact ratio of the outer
and inner rectangles’ dimensions. If the sizes are similar, the classification
would still be correct. If the sizes are too far apart the classification would
reject the outer rectangle.

Figure 68: Boundary case for rectangle detection

Detection can fail, if the rectangles are drawn close to other lines in the
drawing. In an earlier version of the system, a dilation was applied to the
edge image, strengthening and merging the edge lines. This was done, be-
cause the lines of a rectangle could otherwise be picked up as two separate
curves. In some cases, this also merged the rectangle lines with the shape of
a neighboring wall line. As a consequence the rectangle was not detected,
as the resulting merged curve had more than four elements. The dilation
was cut from the rectangle detection process, which resulted in an increase
of false positives (this was compensated with a filtering step, as mentioned
in chapter 5.5.4). The minimum distance between rectangles and other lines
is about 3mm (corresponds to the kernel size of the Canny algorithm used,
which is 3 pixel).

The minimum rectangle area is about 1 square cm, which is close to the
minimum drawing size for the given pen thickness.
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6.2.4 Rectangle based vs Circle based

The rectangle detection provides good sub images for the template match-
ing and better results than the circle based approach. The sub images hold
little boundary pixel as the rectangle detection offers precise results. This
is in contrast to the circle detection, where a larger region of interest had to
be selected to accommodate for the position error.

Correct rectangles are easier to draw by hand than correct circles, thus the
detection of the structure is more accurate. The rectangle detection also
produces less false positives (none at all with the current settings and the
test drawings) than the circle detection. This results in less template match-
ing procedures and allows for a lower threshold value for the classification,
making it less likely that a false negative will occur.

The rectangle based approach clearly offers superior results and is chosen
for the final application. The circle based approach suffers from the dif-
ficulty of drawing correct circles, from which most of its problems arise.
The circle based detection could be easily be used with pre-printed cir-
cles though. This offers an alternative for a different scenario, if a drawing
contains too many rectangular structures. In this case the circle detection
would return accurate information.

6.2.5 Template matching and classification

To evaluate the template matching and classification process, different prob-
lem sources that were identified during the tests, were analyzed. In addi-
tion different templates types were evaluated, to determine the influence
template appearance has on the classification result.

Results have shown that the classification is strongly reliant on the quality
of the generated sub image. Symbols that are only partially visible in the
sub image, or sub images that contain too many boundary pixel, have ad-
verse effects on the classification and usually lead to incorrect results. This
problem occurs more often when using the circle based detection, because
of the inaccuracy of reported circle position and radius mentioned above.
Figure 69 shows an example of a sub image that was generated from incor-
rect circle data and the resized template used for matching.
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Figure 69: Problematic sub image, generated from erroneous circle data and re-
sized template

If the rectangle based approach is used, the problem arises less often, as
it gives more accurate results. In fact the sub images generated from the
rectangle detection are correctly resized unless a special case ocurres: A big
difference in size of marking rectangle and actual symbol drawing. Figure
70 shows an example.

Figure 70: Example of deviating rectangle and drawn symbol size, classified as
W-template

The sub image supplied to the template matching is based on the marking
rectangle’s dimensions. According to this sub image the predefined tem-
plate is resized. The process assumes a fixed ratio of sub image size and
drawn symbol size (A ratio of 1.2:1 was determined empirically). A differ-
ence in size between drawn symbol and resized template, larger than 15%
can result in incorrect classification. Small deviations from the default ra-
tio still result in a correct classification and large deviations (more than ca.
50%), are rejected as they don’t pass the threshold value. The example in
figure 70 shows a difference that leads to a wrong classification.

In the conducted test drawings, this was usually not a problem as only
small deviations occurred, though more data from a user test would be
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needed to evaluate the significance of this problem. A solution for this
would be to create multiple template resizes and run the template match-
ing with each one.

Test templates were generated from uppercase letters of the Sans true type
font, a sans-serif font, and saved as 15x15 pixel images. In addition non-
letter templates were tested.

The chosen similarity calculation with normalized cross correlation works
well for templates with different numbers of pixel. Figures 71 and 72 show
examples of a correct template match. The B and Face templates have a big
difference in pixel quantity, the image shows the generated sub image (left)
and the resized template (right) along with the respective highest normal-
ized cross correlation values.

Figure 71: Classifcation example, highest Rccorr_normed(x, y): 0.76 (B template)

Figure 72: Classifcation example, highest Rccorr_normed(x, y): 0.73 (Face template)

The calculation method also helps to eliminate false positives. Figure 73
shows an example of a false positive and its value. The example is taken
from the circle based approach, as the rectangle based approach doesn’t
produce false positives apart from the case mentioned above. When the
special case occurs, the classification will likely return an erroneous result,
though the exact outcome is dependent on the difference in ratio and the
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list of supplied templates. A difference in size between sub image and re-
sized template of more than 50% for example, will have too many black
pixel in the sub image, resulting in a normalized cross correlation value
that does not exceed the threshold.

Figure 73: Rejected false positive from circle detection with generated sub image.
Highest value, S template: 0.48

To improve classification results, the templates need to be as distinct from
each other as possible. Templates that are similar in appearance will pro-
duce similar values, making a correct classification more difficult. Another
way to improve classification results is to utilize additional templates for a
single symbol type. In this way different writing styles can be taken into
account. Figure 74 shows an example of two different S templates.

Figure 74: Example of different S templates

Image blur is a problem originating from the chosen setup. If images con-
tain blur from a shaking motion during image capture the classification will
fail, as the template matching relies on details that will be lost if an image
blur is applied.
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6.2.6 Sketch recognition summary

This section evaluates if the given requirements are met by the sketch recog-
nition.

Sketch recognition requirements:

• Must be able to detect the dungeon and create an accurate virtual
representation of it that is suitable for the agent simulation

Result: Satisfied. The discretized representation is suitable for the agent
simulation. The level of accuracy is satisfactory for the given tilesize and
agent size.

• Must be able to accurately detect drawn symbols.

Result: Satisfied for rectangle based approach, when no strongly skewed
rectangles are used.

• Must be able to correctly classify the detected symbols with good ac-
curacy using a pre-defined list of symbol definitions.

Result: Satisfied under conditions. The Sketch recognition generates a cor-
rect symbol classification, when:

• Rectangles are accurately detected

• Captured image is not strongly blurred

• No big difference in size between rectangle and drawn symbol

• User drawing is close in appearance to the intended template

6.3 Performance

The performance evaluation focuses on the general feasibility of the system
on a smartphone platform. Special consideration is given to the question of
real-time capability for the sketch recognition part.

Performance was measured with the Traceview program, the standard pro-
filing tool for the Android platform. Due to the additional work done dur-
ing profiling, the reported timing data is not perfectly accurate. The actual
performance should be slightly faster, though not to a significant degree.
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All timings are reported for the prototype system and further optimiza-
tions could likely speed up the system.

The evaluation was done on a Samsung Galaxy S2 with a 1.2ghz dual-core
ARM Cortex-A9 processor.

6.3.1 Pose tracking performance

The pose tracking consists of two major parts: the color space conversion
to RGB format and the actual pose estimation of ARToolkitPlus.

The conversion from YCbCr to RGB is done via a native method and takes
about 15ms. The pose estimation via ARTK+ takes 14 ms. With an overall
time of about 29ms the pose tracking part is able to match the 30 frames
per second provided by the camera. Hence, the system is able to provide
real time pose tracking with 30 fps. The pose tracking thread is set to high
priority and takes up most of the resources of the first core of the system.

6.3.2 Sketch recognition performance

The evaluation examines the different parts of the sketch recognition pro-
cess and later gives a summary of the overall process.

Dungeon creation
The dungeon creation process consists of several parts: The image rectifi-
cation and the construction of the actual dungeon representation.

The image rectification takes about 170ms. The method cvWarpPerspective
takes up 80ms and is by far the most expensive operation during the pro-
cess. The method applies the homography and creates the rectified image
and the outlier image. The method is highly resolution dependent and the
supplied images are sized 640x480 pixel.

The creation of the dungeon representation takes about 816ms. This is be-
cause of the non-native implementations for the new adaptive threshold
method and the updateDungeon method. Both frequently interact with
the native IplImage structures and in this way accumulate a high work-
load(550ms for the adaptiveThreshold and 266ms for updateDungeon). For
comparison: The native implementation of the original cvAdaptiveThresh-
old method takes about 2ms for the same image. A native implementation
of the new adaptive Threshold algorithm should be as fast as the cvAdap-
tiveThreshold in the worst case or slightly faster otherwise. With native
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implementations the creation of the dungeon representation should take
between 2 and 10ms.

Overall the dungeon creation process takes about 1 second which could be
reduced to about 180ms by implementing the native methods.

Circle based symbol processing
Circle based symbol processing consist of the circle detection and the tem-
plate matching process.

The circle detection takes about 56ms with cvHoughCircles being the most
expensive operation with 53ms. The template matching takes about 86ms.
The most expensive operation of the template matching process is cvMatchTem-
plates with 21ms (a much higher value than in the rectangle based ap-
proach, due to the higher number of false positives).

Overall the processing time for the circle based symbol processing is about
142ms for a single run with 6 circles and a dungeon structure visible in the
camera image. 7 pre-defined templates were used in the template match-
ing. Note that the circle based approach requires a second run of the circle
detection part and additional template matching, which increases the over-
all time to more than 200ms.

Rectangle based symbol processing
Similar to the circle based approach the main processes of the rectangle
based symbol processing are made up of rectangle detection and template
matching.

The rectangle detection takes about 34ms with cvCanny being the most ex-
pensive operation with 12ms, followed by cvFindContours with 6ms. The
template matching takes about 32ms. The method cvMatchTemplates only
takes about 4ms in this approach.

Overall the rectangle based symbol processing takes about 66ms for a cam-
era image with 6 rectangles and a dungeon structure. Again, 7 pre-defined
templates were used for template matching.

Sketch recognition performance summary
The processing time of the complete sketch recognition process is about
882ms which could be reduced to about 246ms when implementing the
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native methods. This applies to the use of the rectangle based approach.
Results have shown that the circle based approach is slower in addition to
offering less precise results.

6.4 Performance summary

The prototype system offers real-time pose tracking with 30 fps and and can
create a representation of the user drawn sketch in about 1 second. Native
implementations could reduce the time for the latter step to about 246ms.

With the current implementation the dungeon creation is triggered man-
ually, which leaves the second core of the smartphone available for other
purposes like the agent simulation. With the added native implementa-
tions a real-time sketch recognition would be possible. A sketch recogni-
tion running with 1 frame per second would still leave ample resources for
other processes. Pose tracking running with 30fps and sketch recognition
with 1fps would leave about 754ms of processing time available per second
on one core of the smartphone.

The system was not tested on single core hardware, though the available
data allows some conclusions. The pose estimation would take up most
if not all of the processing time if it were to run with 30 fps to match the
camera framerate. A lower framerate for the pose tracking would leave
more resources for other applications. A user-triggered sketch recognition
would still be possible on a single core device if the native methods are
implemented. Real-time sketch recognition would not be available on a
single core smartphone, without accepting a lower pose tracking framerate.
With 15 fps the pose tracking would take up 450ms. Together with a sketch
recognition process running at 1 fps (246ms) this would leave about 304ms
per second available for other processes.

6.5 Setup

The question of technical feasibility of the smartphone setup was already
examined in the previous sections. This section summarizes the above and
examines if the requirements were met. In addition some observations re-
lated to the setup’s usability are given.

6.5.1 Setup requirements summary

Setup requirements:

• Must provide sufficient information to enable accurate sketch recog-
nition and pose estimation
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Result: Satisfied, the camera of the Samsungs Galaxy S2 is sufficient for the
given requirement.

• Should be on a mobile platform

Result: Satisfied, users can look at the sheet from different positions using
the smartphone and the device itself is mobile.

• Should only require pen and paper to draw the dungeon map

Result: Partly satisfied, the sheet has to have preprinted markers with the
current setup, though other options are possible (see prospects, section 7.2)

6.5.2 Usability observations

Even though a dedicated evaluation of the system’s usability as a whole is
beyond the scope of this work, some observations were made during a pub-
lic demonstration of the program at the university. The users were asked
to draw dungeons and view them through the smartphone. The following
observations were made:

• The users had no problem using the smartphone as a ”magic lens”

• Some users had problems with the fact that the marker tracking re-
quires a marker to be fully present in the camera image at all times

When no valid pose is available, the rendering is no longer accurate and
a disconnect between real and virtual scene elements happens. This high-
lights a limitation of the chosen pose tracking method. It mostly occurred,
when the user moved the smartphone closer to inspect details of the virtual
scene elements. When viewing the sheet as a whole or from a distance of
more than 30-40cm this is usually not a problem as it is more likely that a
marker will be present in the camera image.
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7 Conclusion and prospects

7.1 Conclusion

Augmented reality applications often suffer from a disconnect between real
and virtual scene elements because the virtual components lack knowledge
about their real-world surroundings.

The topic of this work was to explore new ways in which real and virtual
elements of an augmented reality environment can interact with each other,
to allow for a higher degree of authenticity of the virtual content.

For this purpose a system was designed and implemented that uses tech-
niques of sketch recognition and pose tracking to recognize user-created
drawings and display virtual content on top of the drawings via augmented
reality. The virtual scene elements are able to interact with the drawing by
means of a representation that is created by the sketch recognition.

The pose tracking component was realized by implementing ARToolkit-
Plus in the Android environment. For the sketch recognition component a
solution was developed and implemented that combines techniques from
online and offline sketch recognition. The application runs on an Android
smartphone.

The goal of augmented drawings was successfully realized for the dungeon
context that was chosen for the drawings. The agents move in the mixed
reality environment without violating the authenticity of the scene by mov-
ing through drawn lines etc. The dungeon context offers an interesting
environment, with many interactions options, especially when combined
with the additional functionality for the virtual scene elements, introduced
by the agent simulation by Eiting [17] in this work.

As expected, the accuracy of the pose tracking proved to be crucial to the
system as a whole. Apart from a problem with multimarker tracking, men-
tioned in section 6.1.2, the pose tracking part of the system is precise and
thus allows for correct rendering and sketch recognition.

The sketch recognition works successfully in combination with the pose
tracking and the rectangle based approach gives correct results for most
cases. With additional implementation of native methods the application
could run with real-time sketch recognition on the smartphone hardware.

Tracking a sheet of paper with unknown content while allowing partial
images of the sheet, is a challenging task and some limitations have to be
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made to enable accurate tracking. The required level of accuracy clearly
demands an optical tracking system and while ARTK+ is accurate enough,
the fiducial based tracking still presents some usability concerns, as men-
tioned in section 6.5.2.

Due to the loose coupling of the components, different options for pose
tracking or sketch recognition could easily be added to the system to allow
for further research. Additional ideas for this are given in the prospects.

7.2 Prospects

Future work could focus on testing different options for pose tracking. For
example a new version of the Qualcomm AR SDK could be tested, which
might offer more accurate and faster multimarker tracking than ARTK+.
Alternatively, different approaches that focus on tracking the sheet as a
whole could be explored. Depending on the context, the limitation of keep-
ing the whole sheet in the camera image might be acceptable for stable pose
tracking without fiducials. The combination method mentioned in section
4.2.4 could not be implemented in the time frame of this work, but might
be a good solution to the problem.

Many different options could be explored for the sketch recognition part,
ranging from different drawing contexts to more advanced sketch recogni-
tion procedures. The approach chosen for this work is still basic and could
be improved with techniques of machine learning for example. Techniques
similar to Oltmans [37] could help to improve the classification process.
Further exploration of real-time sketch recognition would be interesting as
well, though the combination with the smartphone setup might create us-
ability concerns.

New functionality could be added to the current system to provide more in-
teraction options or new use case scenarios. The system could be modified
to use a single marker that is placed on a dungeon drawing without pre-
printed markers, to enable augmentation without the need for prepared
sheets. Support for different paper sizes could easily be added. A pinch to
zoom metaphor similar to a camera zoom on smartphones could be used to
define the format dynamically and to locate the sheet in the marker plane.
The setup could also be expanded to include multiple sheets for drawings.
In the dungeon context this could be used to implement multiple height
levels or dungeon parts that are linked by the augmentation.

Additional works could focus on the user interaction component of the sys-
tem. Additional user tests would help judge the authenticity of the aug-
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mented drawings and could be used to evaluate different setups. The in-
teraction and usability of augmented reality and drawings is a recent topic
[23, 24] and the system created in this work could provide an interesting
framework for future research and applications in this field.
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