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ABSTRACT
Various best practices and principles guide an ontology en-
gineer when modeling Linked Data. The choice of appro-
priate vocabularies is one essential aspect in the guidelines,
as it leads to better interpretation, querying, and consump-
tion of the data by Linked Data applications and users. In
this paper, we present the various types of support features
for an ontology engineer to model a Linked Data dataset,
discuss existing tools and services with respect to these sup-
port features, and propose LOVER: a novel approach to
support the ontology engineer in modeling a Linked Data
dataset. We demonstrate that none of the existing tools
and services incorporate all types of supporting features and
illustrate the concept of LOVER, which supports the engi-
neer by recommending appropriate classes and properties
from existing and actively used vocabularies. Hereby, the
recommendations are made on the basis of an iterative mul-
timodal search. LOVER uses different, orthogonal informa-
tion sources for finding terms, e.g. based on a best string
match or schema information on other datasets published in
the Linked Open Data cloud. We describe LOVER’s rec-
ommendation mechanism in general and illustrate it along
a real-life example from the social sciences domain.

Categories and Subject Descriptors
E.2 [Data Storage Representations]: Linked representa-
tions; H.3.3 [Information Search and Retrieval ]: Search

process, Selection process

General Terms
Design, Measurement

Keywords
Linked Data Modeling, Vocabulary Mapping, Support Sys-
tem

1. INTRODUCTION
The Linked Open Data (LOD) cloud comprises data from
diverse domains, which is represented in RDF. To publish
Linked Data, Bizer et al. provided a set of Linked Data
guidelines [6], which were updated a few years later by Heath
and Bizer [13]. These guidelines can be categorized into best
practices regarding the naming of resources, linking and de-
scribing resources as well as a dereferenced representation,
as it was done by Hogan et al. [14]. When modeling Linked
Data the focus is on describing resources. This includes
that the ontology engineer should rather re-use classes and
properties from existing vocabularies than re-invent them,
and mix several vocabularies where appropriate. Hogan et
al. [14] consider the conformance of data providers with re-
spect to these two guidelines, i.e., reusing vocabularies as
“non-trivial” and as “very common practice” with respect to
mixing vocabularies. To improve the re-use of more classes
and properties, it seems that the following is required: (i)
methods for the proposal and promotion of not only the
most popular but also new, domain specific, and highly rel-
evant vocabularies, in order to expand coverage; (ii) tools
and search engines that support publishers to find the cor-
rect, most widely-adopted classes and properties for their
needs. Furthermore, expressing data in RDF has analogies
to creating an ontology. In general, ontology engineering is
the field that studies the methodologies for building ontolo-
gies in a systematic way [11]. Thus, to improve creating a
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5-star Linked Data dataset, the ontology engineer has to be
supported with respect to the ontology engineering guide-
lines such as [18].

Modeling Linked Data generally requires an ontology engi-
neer and a domain expert. The domain expert has to verify
the semantic correctness of the properties and classes used
to represent the data. The ontology engineer on the other
hand has to verify the quality of the dataset with respect
to the Linked Data guidelines, in order to make it as easy
as possible for client applications to process the data. Re-
garding the aspects mentioned above under (i) and (ii) there
are tools and services which promote diverse existing vocab-
ularies. However, the ontology engineer still has to do a
huge part of the modeling process manually. This is either
very time consuming or it affects the semantic richness of
the dataset. As a result, it might decrease the interoper-
ability of the data, i.e., it makes it difficult for Linked Data
applications to consume the data. This is due to the syn-
tax of SPARQL queries, as it requires the user to specify
the precise details of the structure of the RDF graph being
queried. Thus, the user has to be familiar with the dataset,
and if several datasets from the same domain are modeled
differently, the user or the Linked Data application has to
deal with the problem of schema heterogeneity [15].

Existing transformation tools like D2RQ [5], Triplify [3],
Open Refine1, Karma [16], and others transform input data
into RDF. They provide a first step towards supporting the
ontology engineer to model a Linked Data dataset. Hereby
the hierarchical structure of the RDF is inherited from the
input data, but the mapping to existing classes and prop-
erties and their search has to be done manually. Vocab-
ulary search engines like Swoogle[8] or LOV2 represent a
further step, as they provide a possibility to automatically
assess and retrieve vocabularies and their terms. However,
to re-use such classes and properties from existing vocabu-
laries still demands additional efforts, such as measuring the
correctness of a mapping and incorporating the terms into
the transformation system. The measurement of the seman-
tic correctness of a mapping needs to be performed semi-
automatically as it requires a human verification, preferably
from a domain expert. A support feature which calculates
such a measurement is not included in the existing tools.
Only Karma [16] integrates a recommendation service for a
mapping based on machine learning techniques. However,
it uses only a single vocabulary and the user has to specify
the vocabulary used for the recommendation manually.

To alleviate this situation and to take another step towards
supporting an ontology engineer to model Linked Data, we
present LOVER (short for: Linked Open Vocabulary Engi-
neeRing). LOVER is a generic approach, which uses an it-
erative multimodal search mechanism to recommend the re-
use of classes and properties from existing and actively used
vocabularies in the LOD cloud. Hereby, LOVER incorpo-
rates different information sources such as Swoogle for string
match based search and the SchemEX index [17], which con-
tains a comprehensive directory of the use of all properties
and concepts that appear in some dataset from the Billion

1https://github.com/OpenRefine accessed 2012/12/14
2http://lov.okfn.org/dataset/lov/ accessed 2012/12/14

Triple Challenge data from 2012. Hereby, LOVER is not re-
stricted to these information sources and can be extended to
incorporate additional sources such as LOV or Wordnet3. A
multimodal search includes specific contextual information,
such as the vocabularies already used in the model, which is
used to obtain better fitting results. Using this information,
LOVER iterates through all schema elements. During each
iteration, it recommends a set of terms for every schema
element, adapts, and updates the recommendations using
the context information. This way, LOVER is most likely
to achieve an optimized mapping. By this, it supports in-
creasing the re-use of existing vocabularies and mixing an
appropriate amount of different vocabularies. Furthermore,
the search for vocabularies is integrated in the modeling sys-
tem, which implies that the ontology engineer does not have
to incorporate the terms manually.

The remainder of the paper is structured as follows: Sec-
tion 2 provides a detailed discussion of the various types of
support features for an ontology engineer to model a 5-star
Linked Data dataset. In Section 3, we present existing tools
and services which support an ontology engineer in model-
ing Linked Data and tabulate these tools and services with
respect to the previously provided various types of support
features. LOVER is described in Section 4, where we illus-
trate the general concept of our approach and demonstrate
it in Section 5 on a real-life example from the social sciences
domain. We provide a preliminary proof of concept of the
LOVER approach based on the results from the example.
In Section 6, we conclude our work and discuss the purpose
of LOVER in comparison to existing approaches.

2. TYPES OF SUPPORT FOR MODELING
LINKED DATA

If an ontology engineer re-uses classes and properties from
existing vocabularies, it increases the probability that the
resulting Linked Data dataset can be consumed by Linked
Data applications without requiring further pre-processing
of the data or modification of the application [13]. This
applies especially if the applications are tuned to well-known
vocabularies. But, how to support an ontology engineer to
re-use existing classes and properties to generate a 5-star
Linked Data dataset for general purpose?

(1) To re-use a “vocabulary” implies that the ontology engi-
neer faces the problem of finding an appropriate term from
a specific vocabulary. To support the ontology engineer to
find a specific vocabulary, a system should provide a vocab-
ulary search mechanism. The index of such a search engine
should comprise established vocabularies as well as newly
published and actively used vocabularies, in order to expand
the general coverage.

(2) Furthermore, the search engine should provide meta in-
formation on promoted vocabularies such as the usage fre-
quency in the LOD cloud, the degree of novelty of a vo-
cabulary, and provenance information if available. These
information help the ontology engineer to decide what vo-
cabulary to use to describe the data.

3http://wordnet.princeton.edu/ accessed 2012/12/14
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(3) Subsequently, the ontology engineer has to decide whether
he is going to use a “class” or a “property” from a spe-
cific vocabulary. For this, he requires information on the
semantics of every property and class. For example, the
ontology engineer intends to express the data element “pub-
lication”. Re-using the Semantic Web for Research Com-
munities (SWRC4) ontology, he can utilize the property
swrc:publication or the class swrc:Publication. Infor-
mation on the semantics of these terms, e.g. swrc:publica-
tion denotes that an author has a publication and swrc:Pub-

lication denotes a document which is published, would
help the engineer to make the right decision. This also ap-
plies for deciding between multiple classes and properties,
which are “perfect” for describing a data element. For exam-
ple, using dcterms:date is appropriate to express temporal
information, but it might be semantically more appropriate
to use dcterms:issued for expressing the temporal infor-
mation on a formal issuance of the resource. Therefore, to
support the ontology engineer in making such decisions, a
system should provide information on the semantics of a
term along with the search of a term if possible.

(4) Furthermore, the engineer requires meta information on
terms to re-use a specific class or property. Such meta infor-
mation would include the popularity of a specific term, the
most common type of usage, and providing datasets which
utilize this term. The popularity of a term indicates whether
it is used by many or no data providers. The most com-
mon type of usage shows the engineer how the term is used
by other data providers, e.g. the property akt:has-Author

from the Aktors ontology5 is used 15 times as an object
property and 2 times as a datatype property.6 In addition,
the most common kind of usage is to apply this object prop-
erty between the classes akt:Book-Section-Reference and
akt:Person. Another additional information on the kind of
usage would be to provide all possible ranges of an object
property. To provide datasets which utilize a specific term,
the ontology engineer is able to choose a class or property
used by a data provider he intends to link to. This kind of
meta information helps the engineer to decide the correct
usage of the term increasing the probability of consumption
of the dataset. Therefore, to support the engineer, a system
should also provide meta information on terms.

(5) A term can be re-used to express a data element or it
can be re-used as a parent class/property of a newly defined
class or property. For example, the ontology engineer needs
to specify a class “Very Important Person” which is a sub-
class of a Person. The engineer defines a class ex:Very-

Important-Person but he must also specify this class in
a hierarchical structure. He re-uses the class foaf:Person

and specifies ex:Very-Important-Person rdfs:subClassOf

foaf:Person. To support the ontology engineer to imple-
ment this modeling aspect is a crucial step forward to the
interlinking of different vocabularies.

(6) When re-using and mixing existing vocabularies, a data
provider is able to describe information from different do-

4http://ontoware.org/swrc/ accessed 2012/12/15
5http://www.aktors.org/publications/ontology/ ac-
cessed 2012/12/15
6Results are obtained from the Semantic Web search engine
Swoogle on Dec 21, 2012

mains e.g. re-use of FOAF for information about people
and Dublin Core for metadata about documents. The re-use
of existing vocabularies therefore also implies the guideline
of mixing a reasonable amount of different vocabularies. If
an ontology engineer re-uses only a few vocabularies and if
many data elements have been mapped to terms that do
not express the full semantic richness of the data element,
it might result in a semantically poor dataset. If the engi-
neer uses too many vocabularies, consuming the data will
become inefficient as this levels up the expressiveness of the
dataset making it less performant for reasoning techniques
and consumption [2]. In average, 8.6 namespaces are used
per pay-level domain as a recent investigation of Hogan et
al. [14] shows. Therefore, if an engineer re-uses a vocabu-
lary, he should examine whether other data elements can be
mapped to terms from the same vocabulary with little to no
loss of the semantic richness. For example, if a property is
modeled with dcterms:creator and the FOAF vocabulary
is not used yet, it might be more reasonable to use dc-

terms:Actor as range instead of foaf:Person. Supporting
the engineer in this effort would alleviate the entire process
of making decisions regarding the amount of re-used vocab-
ularies.

(7) As the process of modeling a Linked Data dataset is gen-
erally comparable to the engineering of an ontology, another
type of support is to follow general ontology engineering
principles. In this work, we focus on the “Ontology Devel-
opment 101” which is provided by [18], where Noy et al.
discuss the general issues considering one possible process
for developing an ontology. The authors describe an itera-
tive approach to ontology engineering, which starts with a
rough sketch of the ontology and evolves by refining it and
filling in the details. Throughout this process, the engineer
has to make a lot of modeling decisions. To support the on-
tology engineer in this process would enable him to produce
a Linked Data dataset in an easier way.

(8) While modeling a Linked Data dataset, an ontology en-
gineer makes decisions in cooperation with a domain expert.
Therefore, to support the ontology engineer to find appro-
priate terms, we consider all types of support to be semi-
automatic, i.e., they are based on calculating a relevance
metric and the results have to be verified by the engineer.
Otherwise, a fully automatic support might permit too many
false modeling decisions.

3. EXISTING SUPPORT SYSTEMS FOR
MODELING LINKED DATA

In Section 3.1, we present existing tools and services which
can be used to express a dataset in RDF. To this end,
we have selected the most “prominent” tools and services
which support the ontology engineer to model a Linked Data
dataset in some way. By “prominent” we mean, that the
selected tools and services were mentioned by many refer-
ences which outline the process of generating a Linked Data
dataset. To the best of our knowledge, there is no tool which
provides more support for the ontology engineer than the
ones we mention in the following subsection. Subsequently,
in Section 3.2 we provide a tabular comparison of these tools
and services with respect to the types of support mentioned
in the previous section and discuss whether the tools and
services provide any of these types or not.
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3.1 Existing Tools and Services
Existing tools and services used to publish Linked Data or
model a dataset in RDF can be divided into three categories:

(a) Ontology development tools which allow creating RDF
classes and properties from scratch and by using templates,

(b) transformation tools which transform data, like CSV,
into a RDF representation, and

(c) existing ontology recommendation systems used to rec-
ommend properties and classes from established domain spe-
cific vocabularies.

However, the search for vocabularies is not included in any
of the categories and has to be done manually. Thus, we
mention the vocabulary search engines as well and include
them into our tabular comparison.

3.1.1 Vocabulary Search Engines
Vocabulary search engines can be categorized by their ap-
proach and support for finding terms and by the results they
provide. Basically, a search can be performed by utilizing
a keyword-based or a SPARQL-query-based approach. The
keyword-based approach uses the keywords to execute syn-
tactic and semantic similarity analyses on the search index
and provides a ranked list of results. Such results might be
vocabularies, terms from vocabularies including meta infor-
mation, or links to the vocabulary providers. The SPARQL-
query-based approach utilizes a specific SPARQL query to
gather aggregated information and provides single resources
or whole triples as a result containing specific information
on the usage of the terms and their vocabularies.

Swoogle [8] and LOV7 are the most popular directories of
ontologies that allow a keyword-based search for classes and
properties. Swoogle contains over 10,000 ontologies and the
LOV index comprises over 300 established vocabulary spaces
in the Linked Open Data cloud. Both provide filter func-
tions for the result set as well as a brief and detailed pre-
sentation of results. Furthermore, Swoogle offers an API
for Linked Data applications to use the search functionality.
There is also a more sophisticated ranking of the concepts
and properties in Swoogle pursued by Ding et al. [9]. Other
directories of vocabularies on the LOD cloud are vocab.cc8

providing lists of the top 100 classes and properties in the
Billion Triple Challenge 2011 data set and prefix.cc9 which
is a service for looking up URI prefixes. The results of both
services implicate a link to the original vocabulary where
the engineer can gather additional information. Alani et
al. [1] present a different approach for searching ontologies
from different domains. When looking for ontologies on a
particular topic, they retrieve a collection of terms that rep-
resent the given domain from the Web and then use these
terms to expand the user query. Other types of search en-
gines such as the SchemEX index [17] and LODatio [12] use
SPARQL queries to gather information about datasets pub-
lished in the LOD cloud. Such information can be derived on
schema level as well as on instance level. The SchemEX in-

7http://lov.okfn.org/dataset/lov/ accessed 2012/12/14
8http://www.vocab.cc/ accessed 2012/12/15
9http://prefix.cc/ accessed 2012/12/15

dex contains a comprehensive directory of all properties and
concepts that appear in data observed on the LOD cloud.
This directory also includes the original location of the data
enriched with additional meta data. Thus, SchemEX can
be used to gather relevant information on vocabularies, like
its actual popularity in the LOD cloud on the level of data
sources as well as instances, and information on schema us-
age. For example, SchemEX can provide the most common
object property between to concepts, i.e., respond to infor-
mation needs such as “provide me a ranked list of concepts
that are connecting some other concept by property p”. LO-
Datio makes use of this schema index and displays examples,
estimating the size of the result set and allows for advanced
functions, such as ranking, query generalization (Did you
mean?) and query specification (Related queries).

3.1.2 Ontology Development Tools
Traditional ontology engineering methods and tools aim at
creating an ontological representation of a specific part of
the world, i.e., the domain that is under consideration. They
typically do not explicitly consider the modeling and pub-
lishing of Linked Data and thus do not foresee a mapping of
the created ontology to some schema. However, they allow
the ontology engineer to develop a model according to the
Ontology Engineering Principles, as they were mentioned in
Section 2, and also to complement existing ontologies.

Protégé10, the TopBraid Composer11, the NeOn Toolkit12,
and Neologism [4] are the most commonly used ontology de-
velopment tools from a list of ontology tools13. Protégé is
an ontology editor and knowledge-based framework, which
supports modeling ontologies and provides a plug-and-play
environment that makes it a flexible basis for rapid prototyp-
ing and application development. Using Protégé, the ontol-
ogy engineer is able to develop an ontology according to [18].
The TopBraid Composer and the NeOn toolkit are both an
ontology development environment and also allow the engi-
neer to develop an ontology with respect to the Ontology
Engineering Principles. Both are implemented based on the
Eclipse platform, which makes the tools highly customiz-
able as well. The web-based vocabulary editor Neologism in-
cludes promoting vocabulary development and maintenance.
Neologism is no ontology editor like Protégé or TopBraid
Composer as it does not support to build large and complex
domain ontologies, nor to express the full power of OWL,
and it does not provide sophisticated reasoning services. Its
primary goal is to reduce the time required to create, pub-
lish, and modify vocabularies for the web of data.

3.1.3 Data Transformation Tools
Data transformation tools provide an automatic and semi-
automatic support for transforming data from one represen-
tation into another, in our case into RDF. Such tools can
be categorized by the input data they transform, e.g., is the
data stored in a relational database or as a flat file, like CSV
or XML.

10http://protege.stanford.edu/ accessed 2012/12/15
11http://www.topquadrant.com/index.html accessed
2012/12/15

12http://neon-toolkit.org/wiki/Main_Page accessed
2012/12/20

13http://techwiki.openstructs.org/index.php/
Ontology_Tools accessed 2012/12/15
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An overview of different tools for transforming data from
relational databases to RDF is provided in the survey by
Sahoo et al. [20]. Their approaches are classified into “au-
tomatic mapping generation” and “domain semantics-driven
mapping”. Regarding the automatic mapping, one simply
maps a RDB record to a RDF node, a column name from
a RDB table to a RDF predicate and a RDB table cell to a
RDF value. Such automatic mappings can serve as a start-
ing point for a more customized and semantics-driven map-
ping, which actually aims at integrating and using existing
vocabularies as output of the mapping process. Most promi-
nent examples of such tools are Virtuoso14, D2RQ [5], and
Triplify [3]. For example, in D2RQ the ontology engineer
manually defines a mapping document that contains SQL
queries and the RDF classes and properties their results are
mapped to.

To transform a flat file into RDF, there are tools like
Karma [16]. the Datalift platform [21] and Open Refine15.
In general, such tools allow modeling, cleaning up, and trans-
forming data from one format into some other including
RDF. In the case of Open Refine, writing RDF data is
possible through the RDF Refine extension16. It allows for
data reconciliation with SPARQL endpoints as well as RDF
dumps and it supports searching the LOD cloud for existing
data sets. Karma is a data integration tool which is similar
to Open Refine regarding the usability. In addition, Karma
provides a learning algorithm which can recommend terms
from a pre-defined vocabulary as a column name.

3.1.4 Vocabulary Recommender Systems
Regarding concrete tools for recommending classes and prop-
erties from established vocabularies in the ontology engineer-
ing process, there are only a few approaches which are based
on syntactic and semantic similarity measures and several
other algorithms defining the popularity of a term. How-
ever, they all have a fixed index of vocabularies limited to
specific domains.

Fernandez et. al.[10, 7] developed the collaborative system
CORE (short for: Collaborative Ontology Reuse and Eval-
uation). As input, CORE receives a problem description in
form of a set of initial terms and determines a ranked list of
ontologies, which are considered appropriate for re-use. The
approach uses WordNet17 to expand the initial set of terms,
performs keyword-based searches on its fixed ontology in-
dex, and finally evaluates the returned ontologies based on
semantic correctness, popularity and other criteria. An ad-
ditional component of the system uses manual user evalua-
tions of the ontologies to raise the quality of the ranked list.
A similar system was developed my Romero et al.[19]. The
authors did not provide a specific name, so we will refer to
it as “Romero’s approach”. The recommendation process is
similar to the one of CORE, but it makes use of Web 2.0
mechanisms to measure the popularity of an ontology, e.g.

14http://virtuoso.openlinksw.com/whitepapers/
relational\%20rdf\%20views\%20mapping.html accessed
2012/12/15

15https://github.com/OpenRefine/OpenRefine/wiki
accessed 2012/12/14

16http://refine.deri.ie/ accessed 2012/12/14
17http://wordnet.princeton.edu/ accessed 2012/12/15

the number of appearances in Wikipedia or bookmarks on
Del.icio.us18.

3.2 Tabular Comparison
Table 1 shows all mentioned tools and services with respect
to the types of support we have presented in Section 2. No
tool comprises all types to support the ontology engineer
in modeling a Linked Data dataset. In fact, most systems
provide support regarding only one or two types. If a tool or
service provides a specific type of support for the ontology
engineer, me mark it with X. If no such support features is
existent, we denote it with an ×. Finally, if a tool or service
allows a specific functionality but does not provide explicitly
support for it, we mark it with ∼.

During the analysis of every tool and service, we focused
on each of the types of support for the ontology engineer
we have provided in Section 2. To present the results in a
systematic way, we have structured the following discussion
according to these types of support.

(1) No data transformation or ontology engineering tool pro-
vides the possibility to search for a term or vocabulary. Only
the Datalift platform enables the ontology engineer to select
vocabularies from a pre-defined vocabulary list which was
composed by experts from various domains. Both ontology
recommendation systems CORE and Romero’s approach in-
clude the same sort of vocabulary search as the Datalift
platform with the limitation of operating only on ontologies
from one specific domain defined in the repository. Of course
all the vocabulary search services include a specific search
mechanism for finding established vocabularies.

(2) Only LOV, Swoogle, SchemEX, and LODatio provide
rich meta information on the vocabularies they index. LOV
and Swoogle display metadata about a vocabulary which
is provided by the vocabulary publisher, whereas SchemEX
and LODatio provide information on how and by whom the
vocabulary is used within the LOD cloud. The service vo-
cab.cc only provides a link to the RDF representation of
the vocabulary. CORE and Romero’s approach also pro-
vide meta information, but this meta information basically
corresponds to the popularity of a vocabulary based on the
collaborative approach in CORE or the Web 2.0 approach
in Romero’s approach.

(3) Only Karma provides a feature, where the ontology en-
gineer can select a class or property for a mapping of a data
element. Hereby, the recommendation mechanism regards
the semantic correctness and classifies between classes and
properties. As LOV and Swoogle incorporate the metadata
provided by the vocabulary publisher, which also includes
human readable comments on how to use the terms seman-
tically correct, they are able to provide this information to
the ontology engineer. SchemEX and LODatio on the other
hand, extract the aggregated information from the schema
index in order to conclude what term was used in what spe-
cific scenario. Therefore, they allow the engineer to retrieve
this information but do not provide support for him to use
such a feature. Regarding the ontology engineering tools,
none provides information on how to use a specific term.

18http://delicious.com/ accessed 2012/12/15
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Table 1: Existing Tools and Services and Their Support for the Ontology Engineer
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Ontology Development Systems
Protégé × × × × ∼ ∼ ∼ X
TopBraid × × × × ∼ ∼ ∼ X
Neon Toolkit × × × × ∼ ∼ ∼ X
Neologism × × × × X ∼ ∼ X

Data Transformation Tools
D2RQ × × × × × ∼ × ∼
Virtuoso × × × × × ∼ × ∼
Triplify × × × × × ∼ × ∼
Datalift X × × × × X ∼ ∼
Open Refine × × × × × ∼ ∼ X
Karma × × X X × × ∼ X

Vocabulary Recommender Systems
CORE X X × ∼ × X ∼ X
Romero’s Approach X X × ∼ × X × ×

Vocabulary Search Engines
LOV X X X X × × ∼ X
Swoogle X X X X × × ∼ X
vocab.cc X × ∼ × × × ∼ X
SchemEX X X ∼ X × ∼ ∼ X
LODatio X X ∼ X × ∼ ∼ X
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(4) SchemEX and LODatio provide meta information. Where-
as LOV and Swoogle provide meta information from the vo-
cabulary published and further data such as a calculated
amount of usage of a term, SchemEX and LODatio pro-
vide information on how many data providers use a specific
term, how often is a specific term actively used, and in what
context. CORE and Romero’s approach do not necessarily
provide support for the ontology engineer regarding meta
information on terms, but they allow to investigate a term
including comments from the vocabulary publisher.

(5) Neologism is the only ontology engineering tool, which
provides active support to complement an existing vocabu-
lary by letting the engineer to import an existing vocabulary
and to complement it with additional terms. This is also
possible with Protégé, TopBraid Composer, and the NeOn
Toolkit, but they do not actively support the engineer to use
this feature.

(6) This type of support is provided by the majority of the
systems. The Datalift platform comprises a repository of dif-
ferent vocabularies, which is provided to the ontology engi-
neer. Hence, he is supported in re-using several vocabularies.
Only for Karma the user has to import one particular vo-
cabulary that is used for mapping the data elements, which
implicates that no vocabularies can be mixed. All other sys-
tems allow this feature, but do not support the engineer to
utilize it.

(7) Regarding the Ontology Engineering Principles, some
systems allow the ontology engineer to follow these princi-
ples, but do not provide explicit support motivating him to
model a dataset accordingly. D2RQ, Triplify, and Virtuoso
do not allow to transform data according to these princi-
ples, since every transformation has to be done from begin-
ning. This means, the ontology engineer might compile a
first draft, but to refine it, he has to repeat the process and
adjust the parameters of the transformation. Romero’s ap-
proach follows an automatic computation for recommending
appropriate terms. This way, it cannot refine the resulting
dataset, as the metrics for calculations are not changeable.
Every search engine allows first to search for specific domain
ontologies and then to search for only classes or properties.
During this process the ontology engineer becomes more and
more concrete in his search request.

(8) If a tool or service provides some kind of support, most
of the times it is a semi-automatic support. All ontology
engineering tools allow the engineer to develop an ontology
using a wizard, or choose specific relationships between con-
cepts. All these supporting features require a verification
by the engineer. D2R, Virtuoso, and Triplify allow the en-
gineer to make the final decision, but do not support him
to choose between several possibilities. Open Refine gath-
ers several schema elements which have a similar label and
recommends the ontology engineer to merge these schema
elements by using one label. This way, the engineer is able
to make the final decision, which makes this support feature
semi-automatic. Karma’s support for choosing an appro-
priate mapping is also semi-automatic. Datalift does not
provide such a support, but it still allows the engineer to
verify every refining step. CORE is the only recommen-
dation system which provides the engineer a set of terms

he can choose from. Since Romero’s approach is based on
automatic computation, it is fully automatic and does not
provide the engineer the possibility to verify the mapping.
Finally, all search services are semi-automatic, as they only
provide a ranked list of terms from which the engineer has
to choose.

In conclusion to the discussion of the existing tools and ser-
vices, we can say that every system provides support for one
or two guidelines, but none of them provides support for all
of them. Therefore, it is a picture of an isolated applica-
tion context and the ontology engineer has to use several
systems, in order to obtain as much support as possible.

4. THE LOVER APPROACH
To alleviate the situation, we propose LOVER (short for:
Linked Open Vocabulary EngineeRing). LOVER is a generic
approach, which uses an iterative multimodal search mecha-
nism to recommend the ontology engineer classes and prop-
erties from existing and actively used vocabularies in the
LOD cloud. This way, the ontology engineer is able to re-
use such terms to represent data in RDF. Hereby, LOVER
incorporates different information sources such as Swoogle
or the SchemEX index to gather relevant information on
vocabularies mentioned in the previous section. Therefore,
LOVER is able support the ontology engineer regarding all
of the eight types of support stated above.

(1) LOVER contains a search mechanism, which supports
the ontology engineer to search for classes and properties.
(2) It provides meta information on vocabularies, such as
its specific domain and the relative and the absolute num-
ber of occurrences in the LOD cloud. (3) LOVER provides
information on the semantic correct usage of a term as it
retrieves the information from Swoogle or other information
sources and (4) further meta information on terms using
the same information sources. (5) It supports the engineer
in complementing existing vocabularies, as the iterative ap-
proach also updates its recommendation for a mapping after
defining a class hierarchy. This way, it is possible to invent a
class, map another class to an existing term, and set a sub-
class relationship between them. (6) LOVER supports the
ontology engineer to mix a reasonable amount of vocabular-
ies, since it tries to map all data elements to a vocabulary as
soon as this vocabulary is incorporated. (7) LOVER is an
iterative approach allowing the ontology engineer to design a
first draft and then refine the data model by adding further
details. Hereby, it supports the engineer by letting him first
enumerate data elements, define classes and their hierarchy,
and finally object and annotation properties. (8) Every step
has to be verified by the ontology engineer. Thus, it is in
every aspect a semi-automatic approach.

In the following, we provide a more detailed illustration of
the multimodal search functionality from different sources in
general and apply it to our context of searching for re-usable
classes and properties. Subsequently, we explain how an iter-
ative approach is advantageous in creating a vocabulary for
publishing a dataset as Linked Data. Finally, we illustrate
how LOVER’s iterative approach supports the ontology en-
gineer in developing a Linked Data dataset according to the
ontology engineering principles. Hereby, we will illustrate
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where LOVER provides the different types of support for
the ontology engineer.

A multimodal search utilizes several methodologies to re-
trieve information. Such methodologies can be a search by
keywords and a search by concepts, where every concept
is derived from a specific context. This allows the user to
specify the search more precisely. The multimodal search
component in LOVER includes context information about
the dataset which has to be modeled as Linked Data. Such
context information can be used to provide better search
results with respect to the types of support we have iden-
tified. It contains information on the vocabularies already
used in the dataset, information whether the search is for a
property or for a class, as well as whether the data element
is a domain, range, object property, or annotation prop-
erty. By using the Swoogle API for an exact string match,
LOVER is able to retrieve information provided by Swoogle
on specific terms and vocabularies. This includes for exam-
ple the number of a specific usage of a term, e.g. dc:creator
is used 386 times as annotation property (as retrieved on
22/1/2013). The SchemEX index provides information on
effective schema design in the LOD cloud, i.e., how proper-
ties and classes are used in practice. This information can be
used to recommend, e.g., the most common object property
between two concepts. Such a search mechanism can also be
very helpful to complement existing vocabularies by defining
own subclasses or sub-properties. For example, the ontology
engineer models an schema element ex:MalePerson, which
represents a person, whose gender is male. If some context
information was available that it is a “Person”, the recom-
mendation might suggest that ex:MalePerson might be a
subclass of foaf:Person. LOVER can incorporate this in-
formation from a manual input of the ontology engineer or
from previous iterations.

The LOVER approach is an iterative mechanism, meaning
that the recommendation uses the context information from
every iteration to recommend the most appropriate terms.
One iteration is complete, if the user models a schema el-
ement by either reusing a term or specifying an own term.
This way LOVER recommends but also adapts and updates
the recommendations of classes and properties, even for data
elements which have already been mapped to specific terms.
Therefore, LOVER is most likely to achieve an optimized
mapping according to the specification of an greedy algo-
rithm. This means, to recommend an optimal term for a
mapping is an optimization problem. A greedy algorithm
utilizes a specific heuristic to provide the optimal choice
at each iteration of a process. The heuristic comprises an
update of the context information after each iteration and
performs a further search for appropriate terms. To find a
global optimum is a NP-complete problem, but the underly-
ing heuristic may result in a local optimum, which approxi-
mates a reasonable solution. By this, it supports increasing
the reuse of existing vocabularies and mixing a fair amount
of different vocabularies with respect to the ontology engi-
neering principles. In the first iteration, LOVER provides a
rough draft of the model which is filled up with more and
more details after each further iteration.

At the beginning of the data publishing process, the ontol-
ogy engineer defines keywords, which determine domain and

scope of the Linked Data dataset he intends to model and
to publish. This is the first step of (7). Hereby, LOVER
incorporates the specified information from the ontology en-
gineer to use it as context in its first search for an appropri-
ate vocabulary. For example, the ontology engineer intends
to model a dataset containing data on people and their re-
lationships to each other. This information can be used to
allocate the first re-usable vocabularies, in this case FOAF
as the data is about people. As next step, the ontology en-
gineer enumerates all schema elements which describe the
dataset. This is the second step regarding (7), as it is im-
portant to get the list of elements which are supposed to
be mapped to classes and properties from existing vocab-
ularies. LOVER performs a first keyword-based search to
provide and recommend the ontology engineer terms from
already published vocabularies for each enumerated schema
element. This is support of type (1). As part of the recom-
mendation, LOVER displays several meta information we
have mention before on the vocabulary and its terms. This
supports the engineer regarding the types (2), (3), and (4).
This meta information is also used in accordance with the
collected context information to rank the results of the term
search. Hereby, terms from vocabularies which are already
taken into account are ranked higher than terms from other
vocabularies. This enables the ontology engineer to specify
several mappings to one vocabulary, which results in a mix-
ing of a reasonable amount of vocabularies. This supporting
feature is executed with respect to the type (6). Further-
more, if the search involves several information sources, the
ontology engineer is presented several result lists from which
he may choose the preferred term. This semi-automatic sup-
port, which refers to type (8), enables the engineer to make
a decision. To this end, the ontology engineer performs a
first draft of a mapping. Then, he defines which schema el-
ements are classes within his dataset, which is the further
step of (7). LOVER uses this information to perform an-
other search in order to recommend classes from established
vocabularies for the schema elements the engineer has al-
ready marked as mapping classes. This supports the engi-
neer with respect to type (3). As next step, he defines the
hierarchy between the classes. This enables the ontology
engineer to select a mapping for the parent class. If the
subclass is not mappable to any existing term, LOVER is
at least able to provide a recommendation to complement
an existing vocabulary, which is a support with respect to
type (5). Once the classes and their hierarchy has been mod-
eled, the ontology engineer has to define the object proper-
ties, in order to refine their representation. This is again a
further step of (7). As the engineer defines an object prop-
erty between two specific classes, LOVER uses this informa-
tion as input to search in the SchemEX index. It retrieves
the possible object properties and recommends these to the
ontology engineer. As last step, the ontology engineer has
to define a datatype and annotation properties. LOVER
then searches for such datatype and annotation properties
of the already modeled class. In addition, it displays the
best keyword-based search results from another information
source. The ontology engineer chooses the terms according
to (8), and finishes modeling his dataset. When having com-
pleted these several iterations, LOVER has made it possible
to provide support for the ontology engineer for modeling a
Linked Data set including all eight types of support stated
above.
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Figure 1: Database scheme from the scenario

While with this setup LOVER is in principle capable of pro-
viding all types of support the systems remains extensible
to integrate further sources for vocabulary recommendation.
One intended purpose is to aggregate information and rec-
ommendations obtained from various sources. Another pur-
pose is to be capable to consider and make use of different
types of context not covered so far.

5. MODELING AN EXAMPLE DATASET
USING LOVER

To illustrate the LOVER approach and to provide a first
preliminary and conceptual evaluation of it, we define the
following scenario with real world data from the domain of
social sciences: An ontology engineer intends to publish a
subset of the data of the GESIS Social Science Open Access
Repository (SSOAR)19 as Linked Data. The Entity Rela-
tionship (ER) model in Figure 1 illustrates the schema of the
dataset in our scenario. The goal is to model this schema
as Linked Data according to the best practices, especially
regarding the re-use and mix of existing and actively used
vocabularies and their terms. The ontology engineer either
uses terms from external vocabularies directly or defines his
own vocabulary but links its terms to equal classes or proper-
ties from external vocabularies with owl:equivalentClass

or owl:equivalentProperty. Again, while illustrating the
modeling process using the LOVER approach, we explain
where LOVER incorporates the types of support provided
in 2.

Initially we determine the domain and the scope of the
dataset, as it is the first step of (7). The domain is so-
cial sciences and the scope comprises the elements Person
and Documents. LOVER uses this information for a first re-
trieval of some vocabularies the ontology engineer might be
able to re-use. In our example this would be the Dublin Core
and the FOAF ontology, as these are the primary results of
searching for Documents and Person. As next step, the on-
tology engineer enumerates all schema elements within the
dataset, i.e., Publication, Title, Date issued, Date available,
hasAuthor, Person, Name, and Institution. LOVER per-
forms a keyword-based search using the Swoogle API and
provides the ontology engineer a set of terms for each schema
element, which is a support with respect to (1). In our case
we can assume that all provided terms are from FOAF and
Dublin Core. Then, the recommendations include (2) meta
information on FOAF and Dublin Core, (3) the semantic
usage of each term within these two vocabularies, and (4)
other meta information on each term, such as domain and
range of properties and class hierarchies for classes. These
information are provided by the vocabulary publishers and
can be retrieved via the Swoogle API. The engineer chooses

19http://www.ssoar.info/ accessed 2012/12/20

the terms foaf:publication for Publication, dcterms:URI
for URI, dcterms:title for Title, dcterms:issued for Date
issued, dcterms:available for Date available, foaf:Person
for Person, and foaf:name for Name. This is by all means
a semi-automatic mapping and thus is provided according
to support type (8). Let us say that for hasAuthor and
Institution LOVER was not able to suggest a useful rec-
ommendation. The engineer now enumerates the classes,
i.e., Person and Publication like it is provided by (7). In
this scenario, there is no need to define a class hierarchy. If
the ontology engineer defined such a hierarchy and provided
the parent class with a mapping, LOVER would support to
complement the existing vocabulary according to (5). In our
scenario, the enumerated classes are used by LOVER to per-
form another multimodal search for classes only to represent
these schema elements. Again, LOVER provides support
with respect to type (3). In the case of Person no changes
occur, but in the case of Publication LOVER adapts and up-
dates its recommendation to swrc:Publication, since this
is the best fitting string-based result for a class. The ontol-
ogy engineer realizes that this is a better semantic mapping
than before and changes the mapping to swrc:Publication.
Now, the SWRC ontology is integrated in the Linked Data
dataset. Thus, LOVER performs a routine to examine if
other schema elements can be mapped to terms from the
SWRC ontology. This way, it provides support according
to type (6). LOVER can yet again update a recommenda-
tion to achieve a better mapping. In our case, LOVER has
found a suitable mapping for hasAuthor with swrc:author

and swrc:institution for Institution. The ontology engi-
neer chooses this mapping. The next step is to refine the
object properties. The engineer specifies that the property
swrc:author has the domain swrc:Publication and the
range foaf:Person. LOVER uses this information to search
the SchemEX index for the number of occurrences of such
a swrc:Publication swrc:author foaf:Person triple. In
this step, LOVER queries SchemEX several times leaving
out in turn the domain, the range, and the object property,
to search for the number of occurrences without restricting
the the subject type, object type, and concrete property.
This way, LOVER retrieves and presents further meta infor-
mation on the actual usage of types/properties in the Linked
Data cloud and provides support for the ontology engineer
with respect to type (4). In example, LOVER finds a few oc-
currences of such a triple. But what if the object property is
withdrawn from the search? By doing this, LOVER is able
to find more triples including other object properties, such
as dcterms:creator between the two classes. This triple
has occurred way more often in the Linked Open Data cloud.
The ontology engineer might want to change the object prop-
erty to dcterms:creator, but both would be semantically
correct according to (3). Finally the ontology engineer spec-
ifies that the properties swrc:institution and foaf:name

are annotation properties of faof:Person and dcterms:URI,
dcterms:title, dcterms:issued, and dcterms:available

are annotation properties of swrc:Publication.

After applying LOVER, the resulting data scheme looks like
as depicted in Figure 2. It is described in turtle format repre-
senting an example instance. Overall, the use of the LOVER
approach has a positive effect on finding and applying ap-
propriate vocabularies and terms for re-use.
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@prefix dc: <http :// purl.org/dc/elements /1.1/ >.
@prefix rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -

ns#>.
@prefix swrc: <http :// swrc.ontoware.org/ontology#>.
@prefix foaf: <http :// xmlns.com/foaf /0.1/ >.

<http ://ex1/001> rdf:type swrc:Publication;
dc:title "Example Title";
dc:issued "Example Issued Date";
dc:available "Example Available Date";
dc:creator <http ://ex1/name/xyz >.

<http ://ex1/name/xyz > a foaf:person;
foaf:name "xyz";
swrc:institution "Example Institution".

Figure 2: Resulting RDF for the scenario

6. CONCLUSION
In this paper, we have presented (a) the several types to
support an ontology engineer in modeling a Linked Data
dataset, (b) discussed the conformance of established sys-
tems and services with respect to these types, and (c) pro-
posed LOVER as novel approach for incorporating eight dif-
ferent types of support to enable an ontology engineer to
model Linked Data according to the best practices. We
have illustrated how LOVER supports the ontology engi-
neer to comply to the best practices such as re-use of es-
tablished vocabularies and mixing a reasonable amount of
different vocabularies. Its mechanism complies to the iter-
ative approach of generating Linked Data starting from a
rough draft and adding details afterwards, similar to the
process of developing an ontology. In addition, it provides
a multimodal search functionality, which approximates an
optimal mapping of schema elements to terms from estab-
lished vocabularies, and recommends these mappings to the
engineer.
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